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Summary

The goal of this thesis is to show that improved angular observations can aid in the

determination of satellite position and velocity in the geosynchronous orbit regime.  Raven is a new

sensor being developed by the U. S. Air Force Research Laboratory which should allow for angular

observations of satellites to be made with a standard deviation of 1 arcsecond (which maps into

approximately 170 meters at geosynchronous altitude); this is an order of magnitude improvement over

traditional angular observation techniques and represents state of the art accuracy of angular

observations for geosynchronous orbit determination work.  Simulation studies are undertaken to show

that these angular observations can be used in the orbit determination process both as the only

tracking data source and as a supplement to other tracking data sources such as radar and radio

transponder ranges.  Results from the radio transponder range analysis are extended to cover Satellite

Laser Ranging (SLR) and Global Positioning System (GPS) observation types as well.  The studies

target both space surveillance and owner/operator mission support aspects of orbit determination

although the emphasis will be on mission support satellite operations.  Parameters varied in the

simulation studies include the number of observing stations, the density of the angular observations,

and the number of nights of optical tracking.  The data simulations are calibrated based on real data

results from a geosynchronous satellite to ensure the integrity of the simulations and the accuracy of

the results.  The studies show that including the improved angular observations with traditional high

accuracy range observations produces a significant improvement in orbit determination accuracy over

the range observations alone.  The studies also show single site geosynchronous orbit determination is

an attractive alternative when combining improved angular and high accuracy range observations.
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Chapter 1: Introduction
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1.1  The Geosynchronous Orbit Regime

Satellites have many different applications and the application dictates the type of orbit the

satellite is launched into.  Typical orbit types are:

• geosynchronous orbits

• highly eccentric orbits

• low Earth orbits

• medium Earth orbits

These are broad classifications but many classes of satellite systems can be readily associated with

each type.  Figure 1.1 demonstrates the typical orbit shapes and sizes associated with each.

In the early 1960's, the first experimental satellites were launched into low Earth orbits but as

technology grew, the emergence of communications satellites shifted emphasis to geosynchronous

orbits.

Geosynchronous Earth Orbits (or GEO's) are orbits with approximately 24 hour (one sidereal

day) periods and are usually near circular with low inclination.  Thus, the satellite "rotates" with the

Earth.  If the satellite is at zero eccentricity and inclination, it appears to be fixed above a point on the

equator; this is a geostationary orbit.  Geosynchronous orbits are still most widely used in

communications, mostly for broadcast purposes, and weather satellites.  Early Warning and Nuclear

Detection Systems are also mission types suited for satellites in geosynchronous orbits [1].  The main

advantages of GEO's include the large coverage area (almost 42% of the Earth [2]) and simple tracking

requirements (Earth station antennas may be directional and fixed) [3].

Table 1.1 gives a set of orbital elements for a typical geosynchronous orbit.

Table 1.1:  Orbital Elements for a Typical Geosynchronous Orbit

Semimajor Axis 42164 km

Eccentricity 0.0

Inclination 0° - 15°
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Figure 1.1:  Typical Satellite Orbit Regimes

In 1995, there were 545 tracked space objects in the geosynchronous orbit regime with a near

linear growth trend of 30 objects per year [4,5].  Most of these resident objects are, however,

nonoperational (either dead satellites, rocket bodies, or other forms of space debris).

1.2  The Role of Orbit Determination

Orbit determination can be described as a process used to estimate a satellite's state (position,

velocity, and any other parameters governing the motion of the satellite) as a function of time based on

observations of that satellite.  This process requires models to describe the motion of the satellite as a

function of time and also to relate the observations to this trajectory.  Given perfect models, one could
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assume the state of the satellite was known at some point, propagate that solution to any time in the

future or past, and always have the proper solution.  Or, given perfect observations, one could just

observe the satellite at the time of interest and know what the state is exactly.  Models of orbital motion

are not perfect, however, and the observations always contain some error; thus, the orbit determination

process is nontrivial.

Orbit determination is generally performed on satellites for one of two reasons:

• mission support

• space surveillance

The goal for each is different.  The particular role of the orbit determination dictates how the process is

structured from the models to the observations.  In this section, the role of orbit determination and how

it influences the orbit determination process will be discussed.

1.2.1  Mission Support

Mission support refers to satellite operations (including orbit determination) performed by the

owner/operators of a satellite or group of satellites in order to meet and maintain mission requirements.

References 6 and 68 describe how the orbit determination process fits into the overall flight dynamics

system for the RADARSAT and Canadian Telesat satellites, respectively.  Since the owner/operators

have specific mission requirements, they can tailor their orbit determination approach to meet their

needs.  The owner/operators can choose:

• the extent of the dynamic modeling

• the type and number of observations

• the amount of time devoted to processing and analysis
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Orbit determination accuracy goals vary with mission requirements, but the common factor in mission

support is that the systems used are design for individual satellites.

If high precision orbit determination is required, the dynamic models can include specific

details about the design of the spacecraft.  For instance, mission support orbit determination practices

for the TOPEX and GPS spacecraft include detailed solar radiation and thermal models [7,8].  These

models include details regarding the specific shape, size, material properties, and attitude of the

spacecraft.  A study for the precise orbit determination of the EOS Altimeter Satellite (EOS ALT/GLAS)

experimented with "tuning" the gravity field to improve their orbit determination accuracy [9].  These

are examples of tailored dynamic models used to meet high precision accuracy requirements (error on

the order of centimeters).

Owner/operators also have the ability to communicate with their spacecraft.  They usualy

know when maneuvers and momentum dumps occur and can utilize that knowledge in their orbit

determination.  They can use forms of cooperative tracking where communications with the satellite

helps provide observations.  GPS and radio transponder data are examples of cooperative tracking

(observation types will be discussed in a later section).

Since the owner/operators are only concerned with their particular mission, mission support

orbit determination also allows for dedicated or heavy tracking.  This means that an adequate number of

observations are available for use in the orbit determination process.  The tracking sensors only have to

track specific satellites, and communications bandwidth is usually sufficient to produce dense

observation passes every time the satellite is visible to the Earth based sensor or ground link.  Even if

the tracking sensors are not fully dedicated to a specific satellite, the number of observations available

for orbit determination is usually not a limiting factor.

One of the more meaningful aspects of orbit determination in a mission support role is that the

owner/operators often have the luxury of analysis time.  In addition to dedicated tracking sensors,

dedicated computers are also usually available for orbit determination and mission support.  If it takes a

few hours to process 40,000 observations using a high precision dynamic model to produce an orbit

accurate enough to meet mission requirements, then a few hours of computer time is made available.
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Analysis time includes not only the dedicated computer time needed to accurately process

large numbers of observations with high fidelity dynamic models, but time to predict, review, and

assess the orbit determination procedures and products as well.  Reference 10 and 11 discusses how

satellites can incorporate continuous GPS tracking with a high precision orbit determination utility to

meet their orbit determination accuracy requirements.  Reference 12 discusses how the orbit

determination operational procedure for the Ocean Topography Experiment (TOPEX) was pared down

to meet specific turn around time requirements.  In each case, a great deal of time has been dedicated to

studying the orbit determination procedure and techniques.  This is how most of the advancements in

orbit determination techniques are made.

1.2.2  Space Surveillance

Unlike mission support orbit determination operations, the goal of space surveillance is simple:

keep track of every detectable Earth orbiting object with accuracy sufficient to continue the time history

of each object.  In other words, the goal of space surveillance is to keep track of everything and never

lose anything orbiting the Earth.  To do so, a space surveillance system must do the following for every

detectable Earth orbiting object:

• gather observations

• perform orbit determination

• predict the orbit with sufficient accuracy to gather further observations

The above is a simplification of space surveillance and operational space surveillance systems often

face stricter requirements involving collision avoidance, manuever detection, reentry prediction, etc.

[78].  In March 1998, there were 8,644 objects tracked and maintained by the US Space Command [81].

Thus, observations must be gathered for all 8,644 objects, orbit determination must be performed for

each object, and a level of accuracy must be maintained such that the objects are easily identified
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during the next tracking interval.  To serve this role, a space surveillance system faces certain

constraints:

• limitations on the type and amount of observations

• the dynamic modeling is simplified and not mission specific

• the analysis time must be focused

The unifying factor for the constraints placed on a space surveillance system is that time and resources

are severely limited; all aspects of the orbit determination must be performed quickly and efficiently in

order to meet the requirements for each of the thousands of tracked objects.  The trade-off for this

speed and efficiency is reduced accuracy and analysis time that might be available in a mission support

role.

Since all detectable objects must be tracked, space surveillance systems  cannot rely on

cooperative tracking.  Tracking sensors must be able to gather observations of nonoperational

satellites, space debris, and other forms of noncooperative spacecraft; therefore, GPS and radio

transponder systems are not applicable in space surveillance.  Radar and optical observations are better

suited for the space surveillance role since nothing of the satellite is required for these tracking

systems.  Observation types will be discussed in further detail in a later section.

In addition to the limited types of observations, the amount of available observations for the

orbit determination process also faces constraints.  Tracking stations (such as radar) are expensive to

build, operate, and maintain and space surveillance systems face budget issues just as everything else.

Therefore, there are limitations on the number of tracking stations available to gather observations and

the amount of tracking time devoted to each object.

There are communications and processing issues to consider.  If each sensor gathered the

maximum number of observations possible for each object and then transmitted them to a main

processing station, that could result in hundreds of thousands of observations being sent to the

processing center on a daily basis.  Assuming the communications architecture could support such
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activity, the orbit determination system would require additional time to process all of the observations.

Using a limited amount of observations to balance speed and accuracy is a factor in meeting

requirements for a space surveillance system.

In order to shorten processing time for each satellite, the dynamic models used in space

surveillance orbit determination are often simplified.  Typically an analytical (or general perturbation)

approach is taken in modeling the satellite motion.  Perturbations and solution techniques will be

discussed in greater detail in a later section.  In space surveillance, there is no tailoring of the dynamics

or detailed models to fit the specifications of the individual satellites.  Dynamic models that are not

mission specific not only require less computationally, but are required since details of each individual

satellite or orbiting object are usually unknown.  Again, this is a trade-off between efficiency and

accuracy.

Although much analysis is done over space surveillance operations as a whole, analysis of the

orbit determination of individual satellites is often unscrutinized.  Only if a problem occurs or special

circumstances (or requirements) dictate it, do analysts take the time to study individual satellites.

Typically, all satellites or satellites in the various orbit regimes are treated the same way and analysis is

restricted to general studies.  References 14, 15, and 16 are examples of analysis performed on generic

orbits representing the various orbit regimes.  In no case should studies aimed at space surveillance

improvements look to improve the orbit determination strategy for a particular satellite.

1.3  Sensors and Observation Types

There are many ways to track a satellite.  Like the various orbit regimes, the variety of sensor

types can be categorized into broad classes:

• Optical Sensors

• Radar

• Radio Transponders
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• Satellite Laser Ranging

• Global Positioning System

Each class of tracking system has its own advantages and disadvantages and is best suited for either a

mission support or space surveillance role.  Some of the characteristics and examples of the sensor

types are discussed below.

1.3.1  Optical Sensors

The basis for optical satellite tracking systems is as follows.  First, a digital picture of the

satellite is taken by the sensor using a CCD (Charged Coupled Device) camera.  Then, computers

analyze the digital image and compare the location of the satellite image to the star background.  Using

knowledge of the locations of the stars through a star catalog, topocentric angular observations can be

produced.  These angular observations usually take the form of right ascension and declination.

Optical sensors are primarily used in a space surveillance role for geosynchronous and other

high altitude tracking since most radars do not have enough power or sensitivity to pick up signal

returns from deep space objects.  The primary advantage of using an optical system is the ability to

track distant objects (provided the object is illuminated sufficiently to register in the CCD camera)

although it is possible to track low Earth orbiters as well.  A major disadvantage inherent in Earth based

optical tracking systems is that clear skies and nice weather are required for operation, and, of course,

optical tracking systems using visible wave lengths can only be used at night..

Examples of optical tracking systems include:

• GEODSS

• MSX

• Raven
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Even though all three of these systems are classified as optical systems, they are significantly different

in implementation and results.  Keep in mind that these are just three examples and many other optical

tracking systems exist and are used operationally throughout the world.

1.3.1.1  GEODSS

GEODSS stands for Ground-based Electro-Optical Deep Space Surveillance and consists of

three ground stations at Socorro, New Mexico, Maui, Hawaii, and Diego Garcia, British Indian Ocean

Territories [17].  The system was developed by MIT's Lincoln Laboratory as the successor to the Baker-

Nunn camera for space surveillance use and is used operationally by the US Space Command to gather

observations on deep space objects [17].

Accuracy assessments on GEODSS observations reveals noise standard deviations between

10 and 12 arcseconds [13].  Ten arcseconds maps into approximately 1.7 kilometers at geosynchronous

altitude.

1.3.1.2  MSX

MSX stands for Midcourse Space eXperiment and is a test bed for many space based

applications.  Included in the package is a Space-Based Visible (SBV) sensor for use in space

surveillance [18].  MSX was launched in March, 1996 into a circular 880 km altitude orbit.  The space

surveillance studies are being led by MIT's Lincoln Lab.

The utility of a space-based sensor is the ability to observe the entire geosynchronous belt

with only one sensor.  Studies have shown that this is possible within 50 hours of continuous sensor

observation [18].  Additionally, space-based sensors do not face the weather limitations of Earth-based

optical sensors.  The drawbacks of a space-based sensor are the price, mission suration, and

inaccessibility of the sensor.  The SBV accuracy assessments reveal four arcseconds of noise (one

standard deviation) in the angular observations of the geosynchronous regime [79].  This maps into

approximately 670 m worth of error.
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1.3.1.3  Raven

Raven is a new, low cost, portable, optical sensor being developed by the Air Force Research

Lab Directed Energy Directorate in Maui.  What separates Raven from more traditional optical sensors

such as GEODSS is the intense image processing and improved star catalogs used in data reduction.

This results in an order of magnitude improvement in accuracy over the GEODSS sites.  Raven

prototypes exist at Maui and the AFRL Astrodynamics Group in Albuquerque, New Mexico.

The advantages of a sensor like Raven is the low cost (Raven cost approximately $100,000 to

deliver), the portability, and significantly improved accuracy.  Drawbacks of the Raven system include

the amount of processing involved in producing the astrometric data.  Because of the low cost but high

accuracy pay-off, the Raven is suited for both space surveillance and possible mission support roles.

The theoretical accuracy of the Raven system is 0.333 arcseconds of noise (one standard

deviation) in the angular observations; however, testing of the prototype has shown the noise levels

could be closer to one arcsecond [19].  Hopefully, the reduction techniques will be refined such that the

Raven system will fulfill its promise of accuracy.  One arcsecond at geosynchronous altitude maps into

approximately 170 meters of error; 0.333 arcseconds at geosynchronous altitude maps into

approximately 57 meters of error.

1.3.2  Radar

RADAR stands for RAdio Detection And Ranging and works in the following manner.  First a

pulse of radio signal is emitted by the sensor at a given time.  This signal travels toward the satellite, is

reflected off of the satellite, and returns back to the radar station at a final time.  Range is deduced

based on the round-trip travel time divided by twice the speed of light.  The speed of light is the signal

propagation speed and a factor of two is included to reduce the round trip distance to the one way

range.  Angular observations, usually azimuth and elevation, and range-rate can also be deduced from

radar signals.

Typically range is the only observation used for moderate and high accuracy orbit

determination.  Range-rate is not always computed and the angular observations are generally too
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noisy (on the order of 0.02 degrees) to be valuable.  The noise level for radar ranges varies not only

from sensor to sensor but as a function of time for each sensor.  The order of magnitude figure used to

describe the noise levels in radar systems is often 50 meters.  Reference 13 provides some bias and

noise characteristics for a variety of radar (and other) space surveillance sensors.

Radar sensors are best suited for space surveillance.  They are all-weather systems and can

provide observations of noncooperative objects; however, radars are expensive to build, operate, and

maintain.  There are also few radars capable of ranging geosynchronous satellites.  The Millstone Hill

radar belonging to MIT/Lincoln Lab is an example of one of the best deep space radars [20].

A prime of example of a (mostly) radar tracking system is the Space Surveillance Network

(SSN) used by the US Space Command in its space surveillance effort.  The SSN was originally built for

ballistic missile warning, but its mission has expanded to include space surveillance [13].  Reference 13

also provides station names, locations, and characteristics of some SSN radars.

1.3.3  Radio Transponders

There are two basic types of radio transponder systems:

• one-way

• two-way

One-way radio transponder systems involve a radio beacon on the ground or on the satellite, and a

receiver on the satellite or on the ground.  The radio beacon sends out a time coded signal which is

received by the receiver at a later time.  The time of travel is then computed and reduced to one way

range by dividing by the speed of light (the speed of signal propagation).  One-way range systems

require the use of precision clocks on board the spacecraft to ensure accurate measurements.

Two-way radio transponders are a lot like radar systems.  First, a signal is generated by a radio

beacon (usually ground-based).  The signal is received by the satellite (or ground-based receiver if the

original beacon is satellite based) and then re-transmitted back to the ground station.  At the ground
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station, the time of flight is converted into range.  A major difference between two-way radio

transponder and radar systems is the transponder delay inherent in the signal.  A transponder delay is

the amount of time it takes for the satellite to re-transmit the signal after receiving it.  This effect can be

accounted for either in the reduction of the range data or in the orbit determination process.

Range-rate can also be deduced from radio transponder systems.

The advantages of radio transponder tracking systems is that they are cheaper than radar, are

all-weather, and can implement dual frequency signals to reduce atmospheric effects.  Of course, radio

transponder systems cannot be used in a space surveillance role since action is required from the

tracked satellites.  Radio transponders are, however, popular choices for mission support systems-

particularly for operations involving multiple satellites.

Radio transponder systems are also fairly accurate.  The noise level inherent in the

transponder ranges is generally on the order of 10 meters.  A drawback of radio transponder systems,

however, is that significant sensor range biases are often present, and the sensors can be difficult to

calibrate due to bias drifts and lack of realistic reference targets for calibration.

Examples of radio transponder systems include TDRSS, DORIS, TRANET, the AFSCN, and

BRTS.  BRTS stands for the Bilateration Ranging Transponder System and is the system used by

NASA to track TDRSS [21].  TDRSS can also employ four-way tracking schemes where a signal travels

from a ground station to TDRSS, to a satellite, back to TDRSS, and then back to a ground station [38].

1.3.4  SLR

SLR stands for Satellite Laser Ranging and works fundamentally like radar systems.  First a

pulsed signal is emitted from a laser at the station at a given time.  This signal travels toward the

satellite, is reflected off of the satellite, and returns back to the SLR station at a final time.  Range is

deduced based on the round-trip travel time divided by twice the speed of light.  The speed of light is

the signal propagation speed and a factor of two is included to reduce the round trip distance to the

one way range.  Usually, the return signal of several pulses is combined into one data or "normal" point

[22].
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Range is the only observation produced with SLR.  If properly handled, the noise level for SLR

observations is on the order of a few centimeters [23].  Thus, SLR observations are very useful for high

accuracy orbit determination.  References 24 is an example of SLR use in high accuracy orbit

determination operations.

SLR sensors are best suited for mission support roles since retro-reflectors are required on the

satellites to reflect the laser signal back to the station.  However, SLR systems are very expensive to

build, operate, and maintain and are thus not attractive to private users.  Instead, SLR systems are used

to support scientific missions where precise orbit determination is required.  The NASA supported SLR

Network is a prime example.  The SLR Network consists of over 40 stations (six of which are managed

by NASA) around the world which routinely track 17 satellites for scientific purposes [25].

Aside from the high cost, another major draw-back of SLR systems is that, like optical systems,

nice weather is required for operation.  And as previously mentioned, only satellites with retro-

reflectors are tracked by the SLR network.  The high accuracy pay-off, however, has been sufficient to

keep SLR systems in use.  References 65-67 provide additional information on the data holding

locations, data formats, and station locations of SLR systems.

1.3.5  GPS

The Global Positioning System (GPS) is a joint US Navy and Air Force effort to provide 24

hour all-weather global navigation, timing and positioning services.  The system is based on a

constellation of 24 satellites plus on-orbit spares in semisynchronous (approximately 12 hour period)

orbits broadcasting signals towards the Earth.  Aside from meeting its navigation, timing, and

positioning requirements, GPS has revolutionized the orbit determination field as well as a number of

different applications.  A brief overview of the GPS system and how it applies to orbit determination is

provided here; however, Reference 26 provides far greater details of the overall system and is the

source of information used in this section.
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The GPS constellation consists of six orbital planes with four satellites occupying each plane.

The planes are all inclined 55 degrees to the equator and have orbits that are near circular with an

approximate semimajor axis of 26,560 km.

Each satellite broadcast two signals toward the Earth; these are carried on the L1 and L2

frequencies.  The signals carry information in two ways:

• C/A (Course Acquisition) code

• P (Precision) or encrypted Y code

The C/A code is a single frequency (L1) public domain code available for all users while the P code is

carried on both frequencies and is encrypted to the Y code for military use.  This encryption is known

as AS or anti-spoofing since the signal cannot be jammed without knowledge of the Y code.  It should

be noted that efforts are underway to develop a frequency carrier for civilian use [27].

Dual frequency allows for the linear combination of the signals to nullify atmospheric effects

on the signal.  This is a major issue for geosynchronous based users since the signals will encounter

significant atmospheric affects as they cross the limb of the Earth (the visibility of the GPS constellation

to a geosynchronous satellite is discussed in Appendix A).

The observable aspects of GPS are very similar to radio transponder systems; using the time of

flight between signal transmission and receipt, a range is calculated.  The primary GPS observable is

called the pseudorange.  The pseudorange is the range calculated on the time of flight of the signal from

the GPS satellite to the receiver.  This includes clock errors (differences between the GPS satellite and

receiver clocks) as well as Selective Availability (SA) effects.  SA is another military counter-measure to

degrade the inherent accuracy available in GPS by altering the satellite clocks and ephemeris data.  SA

typically maps up to 90 meters worth of error into the pseudorange.

Another GPS observable available for use is the signal carrier phase.  The carrier phase is the

difference between the received phase and the receiver internal oscillator.  This observable is difficult to
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track due to "cycle slips" (where the receiver looses count of the number of received cycles) but very

accurate if handled properly.

The GPS signals also include broadcast ephemerides of the GPS satellites which are usually

good to 10 meters or better.  The locations of the GPS satellites are required to make use of the

pseudorange and carrier phase data.  If the broadcast ephemerides are not sufficiently accurate, the

International GPS Service (IGS) produces precise (20 cm level within two weeks of date) GPS

ephemerides available for public use.

To get around the use of SA and AS, the scientific community has developed ways to

difference out the atmospheric and degradation effects.  This is known as Differential GPS (DGPS).

DGPS observables are a product of differencing signals from a GPS satellite to known ground station

locations to cancel out the signal errors associated with that satellite.  Signals from two satellites to a

single receiver can also be differenced to cancel out the receiver errors.  Double differenced

observations can eliminate both satellite and receiver clock errors.  This differencing of signals can

reduce the amount of error in the GPS observables from the tens of meters to the centimeter level.

Even without using differential GPS, the orbit determination process can smooth out or even

estimate a lot of the observation errors.  Since GPS receivers are required on board the tracked satellites,

GPS is not suited for space surveillance.  GPS is, however, one of the best methods for mission support

tracking.  GPS is relatively inexpensive, the observations are continuous, and the observing geometry

from the GPS constellation to most satellite orbits is continuous.

References 9-12 and 29-30 are examples of high precision orbit determination applications

using GPS.  GPS is also well suited for medium and low accuracy orbit determination applications as

well.  Reference 31 is an example of medium accuracy orbit determination applications using GPS and

Reference 32 is an example of a low accuracy orbit determination application using GPS.
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1.4  Orbital Theory

The basis for most analytical studies of satellites, whether it be a Moon orbiting around a

planet, a planet orbiting around the Sun, or an artificial satellite in orbit about the Earth, is the two-body

problem.  The two-body problem addresses the relative dynamics of two point masses attracted to each

other by gravity.  The gravitation potential is composed of the inverse square law observed by Kepler

and proven by Newton for a point mass and no other forces are considered.  But the Earth is not a point

mass; it is not perfectly spherical and of uniform density.  Nor is Earth's central gravity the only force

acting upon a satellite in an Earth orbit.

The nonspherical gravitational effects of the Earth are broken up into two classes: zonal and

tesseral harmonics.  Zonal harmonics are purely latitude dependent while the tesseral terms are a

function of both longitude and latitude.  Other forces include lunar and solar gravity, solar radiation

pressure, atmospheric drag, Earth radiation pressure, tidal effects, thermal effects, thrust, momentum

dumps, outgassing, etc.

These factors are labeled perturbing forces or perturbations, because while they are often

nonnegligible, they are much smaller than the point mass central body gravitational attraction of the

two body problem.  Because of the nature of the perturbing forces, most changes are small and can

occur within the period of an orbit or over many days and many orbits.

Each conservative perturbation (geopotential and third body gravitational effects) is

characterized by a disturbing function, or expression that mathematically describes how the

perturbation alters the satellite orbit from the two-body problem.  From the disturbing function, analytic

expressions for the rates of change of the orbital elements can be derived using Lagrange's Variation of

Parameters equations.  Nonconservative perturbations (drag, solar-radiation pressure, thermal and

thrusting) are characterized by disturbing accelerations, and their effects on the orbital elements can be

derived using Gauss' form of the variational equations.

The variational equations describe how the satellite orbital elements change as a function of

time.  These take the form of nonlinear differential equations.  These equations must be integrated to

give the satellite state as a function of time; thus, the satellite state can be determined at a different time
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given a set of initial conditions.  The way these equations are set up and integrated defines the satellite

theory or solution method.

In this section, the various perturbations acting on the geosynchronous orbit regime will be

described.  In addition, a brief overview of the classes of satellite theories will be given with special

attention to how the choice of satellite theory affects the orbit determination process.

1.4.1  Perturbations

The main perturbing forces acting on a satellite in the geosynchronous regime are:

• central nonspherical gravity

• third body (Lunar-Solar) gravity

• solar radiation pressure

• other

"Other" includes small forces due to thermal venting, Earth tidal and radiation effects, attitude control

momentum dumps, and thruster outgassing.  Each major perturbation will be described in brief detail

below.

1.4.1.1  Central Nonspherical Gravity

The disturbing function, R, for the nonspherical central gravity perturbation can be shown to

be [33]:

(1)
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Here, Re is the mean radius of the Earth, r is the distance to the satellite from the center of the Earth, µ is

the gravitational parameter (Gm), φ is the satellite latitude, and λ is the satellite longitude.  The spherical

harmonic coefficients are given by C and S.  These coefficients are determined empirically and are

defined by the particular gravity field (JGM2, GEM10B, WGS72, etc.) in use.

The spherical harmonic terms describe the variation of the shape of the Earth.  They are

identified by their degree, n, and order, m, and can be categorized into three classes:

• zonal harmonics (m=0)

• tesseral harmonics ( )

• sectorial harmonics (n=m)

The degree governs how a spherical harmonic varies with latitude, the order is associated with the

variation in longitude.  It is helpful to think of the order as the number of bumps encountered when

traveling around the world on a line of constant latitude.  And the difference between the degree and

the order (n-m) is the number of bumps encountered when traveling from one pole to the other on a line

of constant longitude [34].  Figure 1.2 demonstrates this property for some eighth order tesseral

harmonics.

The zonal harmonics have the most dominant effect of the spherical harmonics and are

characterized by order zero (m=0).  Substituting m=0 into equation (1) shows the zonal harmonics are

independent of longitude.  All zonal harmonics contribute long and short periodic effects to the orbital

elements and the even zonal harmonics also contribute secular effects to the orbit orientation (right

ascension of the ascending node, argument of perigee, and mean anomaly).  The magnitude of the zonal

harmonic perturbations decreases with altitude but increase with eccentricity (due to the lower perigee

altitude).
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Figure 1.2: The Shapes Produced by Tesseral Harmonics of Degree 8, Order 6, 7, and 8

[Figure from Reference 34]

The tesseral harmonics are characterized by nonzero degree and order ( ).

Sectorial harmonics have equal degree and order (n=m) and can be considered a subset of the tesseral

harmonics [33].  Tesseral harmonics are the longitude and latitude dependent contributions to the

central body gravity perturbations.  For most satellites, the main contribution of the tesseral harmonics

are short periodic effects known as M-dailies and tesseral linear combinations.  M-dailies are tesseral

short periodics which repeat m times per day.  At a given latitude, the tesseral m-dailies disturb a

satellite's motion due to gravitational changes caused by the rotation of the Earth's irregular

longitudinal mass distribution [33].  Tesseral linear combination short periodics are due to the
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combination of frequencies caused by the mean motion of the satellite, the rotation and precession of

the orbital plane, and the rotation of the Earth [13, 33].

In addition to the short periodic effects caused by the tesseral harmonics, long period effects

can also occur due to tesseral resonance.  Tesseral resonance occurs when the satellite's orbital period

is commensurate with the rotation of the Earth (i. e. a repeat ground track) and the satellite encounters

the same tesseral gravitation forces again and again.  Over time, these effects build up to produce very

long period oscillations in the orbital elements.

For geosynchronous satellites, the altitude is high enough that only the nonspherical

gravitational effects through degree and order four are noticeable.  Since geosynchronous satellites

rotate with the Earth, however, they do experience a form of deep tesseral resonance.  This resonance is

responsible for the existence of the longitudinal stable points in the geosynchronous ring and requires

'east-west' station-keeping maneuvers for geosynchronous satellites wishing to remain at a given

longitude.

1.4.1.2  Third Body Gravity

The attractive force of gravity between two bodies is given as [36]:

(2)

where G is the universal gravitation constant, m1 and m2 are the masses of the bodies, and r is the

distance between the bodies.  Looking at this equation, it can be seen that as the masses of the

attracting bodies increase, the gravitational force increases.  Although the Sun and Moon are a

considerable distance away (when compared to the radial position of an artificial Earth satellite), their

masses are large enough to produce a third body gravitational attraction.  Other bodies in the solar

system also produce gravitational accelerations on Earth satellites, but only the Sun and the Moon

have noticeable effects for most cases (including orbit determination for geosynchronous orbits).
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The effects of the perturbations increase with satellite altitude.  Secular effects from solar/lunar

perturbations can be found in the orbit orientation (right ascension of the ascending node, argument of

perigee, and mean anomaly).  There are long period effects in the eccentricity, right ascension of the

ascending node, argument of perigee, and inclination, and there are short period effects in all of the

orbital elements.  However, the long period effects are the most interesting; the third-body gravitational

effects tend to cause large (15 degree) oscillations in the orbit inclination over a period of approximately

54 years [35].

1.4.1.3  Solar Radiation Pressure

Solar radiation pressure is the perturbation caused by charged particles emitted from the Sun

colliding with a spacecraft.  These particles are either reflected specularly, reflected diffusely, or

absorbed by the satellite.  How these particles affect the satellite depend on the orientation of the

satellite with respect to the Sun and on the material properties of the satellite components.  In cases

where great accuracy is required, attempts are made to model these characteristics; Reference 7 is an

example.  In other cases, a simple macro-model is used.  A macro-model assumes the spacecraft is made

up of uniform material but does account for the general shape of the satellite and major component

orientation toward the Sun.  In the simplest of models, a spherical or "cannon ball" satellite model is

used.  With a spherical model, the acceleration due to the solar radiation pressure is assumed to be

along the Sun-spacecraft direction as all charged particles are reflected off of the sphere.

In most orbit determination cases, a spherical satellite model is sufficient.  Even if complex

modeling techniques are used, many parameters have to be estimated to account for the unknowns in

the model.  With a spherical or macro-model, additional parameters can be estimated to account for the

solar radiation pressure mismodeling as well.

Solar radiation pressure effects increase with altitude and also depend on the amount of time

the satellite is eclipsed by the Earth's shadow.  For geosynchronous satellites, the effects are quite large

due to the altitude but the shadowing effects are minimal since geosynchronous satellites only have
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brief eclipse periods during certain times of the year.  The periodic effects caused by solar radiation

pressure also depend on the satellites effective area to mass ratio.
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1.4.1.4  Other Perturbations Acting on a Geosynchronous Satellite

Other perturbations acting on geosynchronous satellites include:

• thermal venting

• Earth tidal and radiation effects

• attitude control momentum dumps

• thruster outgassing

These effects are relatively small in the orbit determination process but should be accounted for if high

accuracy is required.  Generic models exist for Earth tidal and radiation pressure effects but are not

generally employed with geosynchronous satellites since their effects are small.  For thermal venting,

momentum dumps, and outgassing, generic models do not exist and individual models usually include

many unknowns which have to be estimated.  Instead of including models for these "other"

perturbations and estimating their values, it may be more convenient to estimate generic empirical

accelerations to account for the unmodeled effects.

The Y-bias of GPS satellites is an example of this type of perturbation.  The Y-bias is an

empirical acceleration observed in the orbit determination of GPS spacecraft.  This acceleration has been

attributed to the thermal venting of the GPS satellites out of a particular side of the satellites [8].  It is

likely that geosynchronous satellites have similar perturbations due to their long sun-lit periods.

1.4.2  Solution Methods

A spacecraft's trajectory is propagated by integrating the orbital equations of motion.  There

are several ways of doing this.  The general approach is to reformulate the equations of motion in terms

of a new set of orbital elements, solve the transformed set of equations for the orbital elements at a

desired time, and then transform the elements back into the desired element set [38].

There are three general ways to approach this problem:
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• special perturbation methods

• general perturbation methods

• semianalytic methods

Each method has its own advantages and disadvantages and each method has found a role in orbit

determination.  References 14 and 15 compare some of the more popular solution methods in terms of

accuracy and computation time for orbit determination.

1.4.2.1  Special Perturbation Methods

The special perturbation method integrates the orbital equations of motion numerically.  Doing

so allows for the perturbing accelerations on the satellite to be modeled as accurately as possible,

assuming a rigorous treatment of coordinate transformations, and results in a very high precision

trajectory generator; the Cowell method is a prime example.  The Cowell method numerically integrates

the equations of motion in terms of the accelerating vector in Cartesian coordinates [38].  While high in

accuracy, the special perturbation approach is very costly in terms of computation time.  The step sizes

used in the numerical integration must be sufficiently small to capture the high frequency periodic

effects.  Thus, the number of operations and computation time is directly proportional to the length of

integration [39].  This is not a limitation in mission support but it is the reason why special perturbation

methods have not been generally used in space surveillance (although some cases do require the use of

special perturbation methods).

1.4.2.2  General Perturbation Methods

In the general perturbation approach, the equations of motion are reformulated in such a way,

that they can be integrated analytically.  This method is computationally efficient but usually only

marginally accurate since reformulating the equations such that an analytic solution is possible requires

some approximations [38].  Most of the general perturbation approaches are based on Brouwer or Kozai

theory.
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Since general perturbation theories are analytical, the computation time is nearly independent

of the length of integration [39].  This computational efficiency made general perturbation theories

natural choices for space surveillance orbit determination roles.  Despite advances in computing power,

general perturbation theories are still in wide use today for many low accuracy orbit determination and

prediction applications.

Reference 39 gives an overview of the Naval Space Command's PPT2 and PPT3 general

perturbation theories.  It also discusses some aspects of the Air Force Space Command's SGP4 general

perturbation theory.  Reference 80 provides more information on the Air Force's general perturbation

theories.

1.4.2.3  Semianalytic Methods

Semianalytic methods combine the positive attributes of both the general and special

perturbation approaches.  In the semianalytic approach, the short periodic contributions to the

equations of motion are removed which results in a set of mean element equations of motion [18].

These mean element equations are composed of only secular and long periodic terms and can be

efficiently integrated numerically by using large step sizes.  With some semianalytic satellite theories,

the short periodic terms can be integrated analytically and added to the mean elements at the desired

output time.  The final result is an orbit propagator that is both accurate and efficient.

Examples of semianalytic approaches include the SemiAnalytic Liu Theory (SALT), the Draper

Semianalytic Satellite Theory (DSST), and a Russian semianalytic satellite theory [40, 41, 42].

The Draper Semianalytic Satellite Theory is generally regarded to be the world-class of the

semianalytic approaches.  The DSST formulation incorporates recursive computations of the

geopotential and lunar/solar point mass effects into the spacecraft equations of motion along with

atmospheric drag and solar radiation pressure (SRP) models [43].  This gives the user a great deal of

flexibility in choosing the force models used in the computations.  This also results in being able to

choose the model configuration to optimize the speed and accuracy of the program for a given orbit
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type at run time.  And since DSST is based on nonsingular equinoctial orbital elements, it can be used

for nearly all orbit classes.

Many studies have been done to determine the accuracy and efficiency of DSST for both long

term ephemeris generation and orbit determination.  Comparing DSST mean element ephemeris

generation results to actual data observations of a Molniya (highly eccentric) class satellite showed

excellent agreement [44] and the results of an orbit determination study showed the DSST accuracy to

be close to numerical integration methods (Cowell special perturbation theory) [45].  Reference 16

shows how DSST options can be configured to produce run times comparable to general perturbation

methods with an order of magnitude accuracy improvement for a variety of orbit regimes.

The primary advantages to using a semianalytic satellite theory such as DSST are the ability to

configure the force modeling options to emphasis computational efficiency or accuracy at run time and

the ability to produce meaningful mean elements.

1.5  Methods of Orbit Determination

The last factor in the orbit determination process, after the observations, dynamics models,

and solution method, is the estimation technique.  There are two major classes of estimation techniques

used in orbit determination:

• batch least squares

• filters

While the formulation and philosophies of the estimation techniques are different, with all things being

equal, the results are quite similar.  The differences, however, are worth noting.  This section provides

an overview of the batch least squares and filter estimation techniques as well as discusses how they

relate to the orbit determination solution parameters and error assessments.  References 46 and 13

provide additional information about orbit determination estimation techniques.
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1.5.1  Batch Least Squares Estimation

Batch least squares estimation involves the propagation of a reference trajectory over the

length of the data arc from an a priori (or best guess) satellite state.  The differences between the real

observations and calculated observations based on models and the reference trajectory are called

residuals.  The goal of batch least squares estimation is to solve for the initial satellite state which

minimizes the sum of the square of the residuals.  In essence, the batch of residuals are minimized in a

least squares sense.

This is an iterative process in which the reference trajectory gets updated after every iteration

when a new estimate for the initial conditions is estimated from the previous iteration.  The primary

advantages of a batch least squares estimation include:

• the solution is not too sensitive to the initial conditions and covariance

• the solution is representative of the entire data arc

• the ability to handle noisy and sparse data

Disadvantages of batch least squares estimation include:

• the solution covariance is only valid at the solution time

• does not easily allow for changing dynamic models

• the iteration process does not provide real time results

• the computation requirements are greater than that of filters

These disadvantages, however, are not significant to preclude the use of a batch least squares

estimator in orbit determination studies particularly since other strategies exist for solution and

covariance propagation and modeling options to account for dynamic models.  The primary advantage

of a batch estimator is that estimated parameters (like solar radiation pressure reflectivity coefficients)
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are representative of the entire data arc, assuming only one parameter is estimated over the data arc,

and may be more accurate in the orbit prediction process.

1.5.2  Filters

Filtering refers to sequential estimation algorithms where the estimate of the satellite state is

updated with every observation.  Here, the a priori  satellite state and covariance are propagated to the

first observation time.  Then a correction to the state is estimated based on the current observation

residual and covariance.  For an extended sequential filter, the correction is applied to the satellite state

before propagating to the next observation time.  Regular sequential processors continue to refine the

correction with each observation and then apply the correction to the initial conditions much the way a

batch processor does.  In this discussion, the extended sequential processor will be the subject when

filters are referenced.

The most famous filter implementation is the Kalman filter although many similar algorithms

were established about the same time (1960).  Many variations on this theme have been established

since that time, some of which are discussed in Reference 46.

Since the satellite state is updated with every observation, the reference trajectory quickly

tends to a converged value and iterations are generally not required.  This is very useful in applications

where real time trajectory updates are required.  However, this does not produce the best trajectory over

the entire data arc.  To get the best solution over the entire data arc, a smoother must be used.  A

smoother is essentially an iterative process for filters.  A smoother takes the satellite state and

covariance at the final data point and begins to process backwards through the data such that the initial

data points have the benefit of the improved reference trajectory and covariance provided by the rest of

the data arc.

The primary advantages of filters include:

• they can include process noise factors in the dynamics models

• they produce current estimates and covariance at each data point
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• they can be used for real time applications

• they are more computationally efficient than batch processors

Disadvantages of filters include:

• they are not well suited for noisy or sparse data

• final state parameters might not be best values for predictions

• a priori  estimates are required for the satellite state and process noise covariance

• quality data may cause a filter to diverge

Again, these disadvantages are not significant and can be corrected by various strategies.  A smoother

will help filters handle sparse and noisy data as well as help establish better state parameters for

predictions.  A priori  estimates can be estimated and process noise parameters (if used) can be

determined experimentally.  Process noise and limited memory strategies can be used to avoid filter

divergence.

The real value of filters lie in the ability to use process noise in the covariance calculations to

account for dynamic mismodeling and the production of meaningful covariance over the data arc and

prediction span.

1.5.3  Solve-for and Consider Parameters

The goal of orbit determination is to estimate a satellite state and any other desired parameters

that influence the motion of the satellite.  These are called solve-for parameters.  The solve-for

parameters almost always include the six element satellite state whether it be in the form of position and

velocity vectors or an orbital element set.  In addition it is also acceptable to solve for parameters in the

dynamics that are not known particularly well or cannot be modeled.  For geosynchronous orbits this

usually includes a solar radiation pressure reflectivity coefficients.  Some applications may choose to

solve for the gravitational constants of the Earth, Sun or Moon.
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The physical meaning of estimating a reflectivity coefficient is to gauge the reflectivity of a

satellites materials.  However, it is essentially a scale factor used to correct for any errors in the solar

radiation pressure modeling (such as the area to mass ratio).

There are also other forms of solve-for parameters meant to account for any shortcomings in

the dynamic models.  Empirical accelerations can be included in the list of solve-for's to account for any

thermal or "other" perturbation effects.

When using a filter, dynamic compensation can also be accomp lished through the use of

process noise.  Process noise is a method of adding small amounts of random noise to the covariance

matrix.  This essentially de-weights the dynamics in favor of the real world observations which contain

error but bounded error.  Thus, any error in the dynamic models that may cause a divergence from the

real world satellite orbit can be minimized.  This is also known as the reduced dynamic technique and

example applications can be found in References 9-12 and 28-30.  Process noise is a very valuable tool

when processing high accuracy data sources such as SLR and GPS.  The effectiveness of process noise

is, however, lost on poor quality data and limited when used with poor dynamic models.

One must take care when using empirical accelerations and process noise parameters.  The

solution with the smallest residuals is not always the best orbit.  It is still best to trust orbit

determination to the best dynamic modeling possible or practical and minimize the use of empirical

accelerations or process noise.

If uncertain parameters in the dynamic model are not estimated, the uncertainty of those

parameters can still be included in the covariance matrix calculations.  This is done through the

inclusion of consider parameters.  Consider parameters are those parameters whose uncertainties are

included in covariance calculations but whose values are not estimated in the orbit determination

process.  By not including these parameters in the solve-for vector, the confidence of the other solve-

for components is not degraded; the number of solve-for parameters should be kept to a minimum to

decrease the covariance of the solutions.

The value of consider parameters is that the modeling uncertainties can be included in the

solution uncertainties represented by the covariance matrix.  An accurate covariance matrix can be
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propagated with the predicted orbit to produce meaningful error ellipsoids for the predicted trajectory.

This is useful in a variety of space surveillance and mission support applications.

Reference 46 discusses the use of consider parameters in greater detail.

1.6  Orbit Determination for Geosynchronous Satellites

In this section, the orbit determination of geosynchronous satellites is discussed.  The

challenges, current practices, research areas relevant to this study, and rewards of geosynchronous

orbit determination are presented.  The role improved angular observations, such as those produced by

the Raven optical system, can play in improving the accuracy of geosynchronous orbit determination

will also be discussed to provide the motivation for this research.

1.6.1  Challenges of Geosynchronous Orbit Determination

For accurate orbit determination, one would like to have accurate observations and realistic

force modeling.  For geosynchronous orbits, neither is easy.

As mentioned in Section 1.3, obtaining quality range data for geosynchronous satellites is

possible through the use of some radars, radio transponders, SLR, and GPS tracking systems.  Range-

only orbit determination is an acceptable practice for many medium to high accuracy orbit determination

applications since angular observations are generally of poor quality; however, range-only orbit

determination does have its limitations, particularly for geosynchronous orbits.  Since the

geosynchronous satellites do not move a great deal with respect to the Earth, the range-rates of

geosynchronous satellites are quite small with respect to the ground stations.  This means that small

errors in the range measurements result in large uncertainties in the satellite position.

To counter this, multiple tracking stations can be used to try to improve the geometry of the

problem; however, the altitude of geosynchronous satellites in comparison to the radius of the Earth is

quite large.  Thus, even with multiple tracking stations, the geometry of the problem is still poor for

resolving range-only orbit determination.  This may not be the case for GPS tracking of
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geosynchronous satellites.  The use of GPS for geosynchronous orbit determination is discussed in the

next section.

Traditionally, angular observations have been of little help.  A ten arcsecond error (typical for

angular observations) maps into approximately 1.7 km or error at geosynchronous altitude.  Errors this

large fail to improve the ambiguity found in processing range data accurate to the tens of meter level.

There are also modeling issues with geosynchronous orbit determination.  For most low Earth

orbit applications, solar radiation and thermal effects are small perturbations which can be accounted

for by simple models or ignored all together.  Ignoring thermal (and other smaller perturbing) effects and

using a simple spherical satellite model used for solar radiation pressure calculations can be used for

meter level orbit determination over 5 days for low Earth orbiters such as TOPEX [45].  However, at

geosynchronous altitudes, these effects are much larger in comparison to the other perturbing effects

such as nonspherical Earth and third body gravity.  Even for GPS satellites, detailed solar radiation and

thermal models are required for high precision orbit determination [8].  With TOPEX and GPS satellites,

much analysis time was devoted to producing the detailed models used in their precision orbit

determination approaches.  With the limited resources and tracking data available to most

owner/operators, efforts to produce such models may be impossible.  For space surveillance

applications, satellite specific models are generally not available.

1.6.2  Current Practices and Relevant Research

When discussing the current geosynchronous orbit determination practices, it is useful to

break the discussion up into optical orbit determination which is typically used for space surveillance

and radio transponder based orbit determination which is generally used in mission support.  The use

of GPS in geosynchronous orbit determination can also be treated separately.

1.6.2.1  Optical Orbit Determination

As stated earlier, accuracy requirements for space surveillance orbit determination are based

primarily on the ability to predict the orbit for later tracking.  With traditional optical sensors, the
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desired accuracy for satellite prediction is generally on the order of arc minutes [47].  For a Raven

optical sensor, the desired prediction accuracy is around 15 arcminutes.  Reference 47 points out that

element sets given in the NORAD satellite catalog for Meteosats 2, 3, and 4 degrade to about 12

arcminutes of error over a 32 day prediction.  The NORAD element sets were most likely produced with

the SGP4 general perturbation theory using angular data from the GEODSS optical sites

Reference 5 discusses the Russian approach of using a semianalytic satellite theory (with a

simple solar radiation pressure model) for geosynchronous space surveillance.  The tracking data is

supplied by the Russian Space Surveillance System optical tracking sensors (12 sensors spread across

the former Soviet Union) and is accurate to "several angular seconds"  (Reference 47 gives an accuracy

assessment for one of the sensors as 1.8-1.9 arcseconds standard deviation).  For 69 objects, the

prediction error was on the order of 1 arcminute over 60 days.

1.6.2.2  Transponder Based Practices

For mission support orbit determination, accuracy requirements are based on the mission

needs and can often be far more stringent than those for space surveillance.  Element sets produced by

the Meteosats 2, 3, and 4 's owner/operator (ESOC) maintained 1 arcminute accuracy requirement over a

32 day prediction interval in comparison to the 12 arcminute prediction errors inherent in the NORAD

space surveillance predictions [47] (Reference 47 gives no mention to fit statistics).  ESOC uses a radio

transponder system to track its satellites as do most geosynchronous satellite owner/operators.

Reference 68 describes the Canadian Telesat's flight dynamics system which uses a real-time filter and a

radio transponder observation system for mission support.

NASA's Goddard Space Flight Center uses the Bilateration Ranging Transponder System to

track the Tracking Data Relay Satellite System (TDRSS).  Orbit determination is performed by batch

least squares estimation using the Operational Version of the Goddard Trajectory Determination System

(Ops GTDS) [21,48].  TDRSS requirements dictate orbit determination accuracy should be maintained

within 100 meters but evaluation of overlapping orbit determination solutions suggest the errors are
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typically more on the order of 30 meters [19, 49].  Reference 54 mentions more stringent (25 meter)

requirements for TDRSS to support future missions.

Studies have been performed at Goddard by the Flight Dynamics Division which has shown

the capability to solve for improved accuracy (below 10 meters) TDRSS orbits by using GPS-based

TOPEX precise orbit ephemerides (POE's) [50].  TOPEX carries a TDRSS receiver as well as a GPS

receiver for orbit determination purposes.  GPS based orbit solutions for TOPEX are accurate to the 15

centimeter level.  Using the TOPEX POE's as truth data, the TDRSS observations of TOPEX can be

used to back out solutions for the TDRSS orbits.

1.6.2.3 GPS Studies

The TOPEX/TDRSS technique described above is similar to the high accuracy orbit

determination studies performed with GPS.  As stated earlier, the advent of GPS has pushed orbit

determination accuracyto a new level for low Earth orbiters, but the constellation geometry does not

allow for the high visibility of geosynchronous satellites required to produce such precise orbits.  There

is limited observability of geosynchronous satellites to the GPS constellation, however, and studies

have been performed to see how GPS technology can be exploited by geosynchronous users.

Appendix A discusses the observability of the geosynchronous orbit regime from the GPS

constellation.  With the exception of the limited visibility, it is anticipated that the extra viewing

geometry provided by GPS observations will make the GPS data type a valuable resource.

References 51, 52, and 70 are autonomous navigation and station-keeping studies performed

by the Aerospace Corporation.  Since the studies dealt with on-board orbit determination strategies for

navigational purposes, their accuracy's were limited by simplified dynamic models.  Still, reference 51

shows orbit determination accuracy over a 24 hour arc (using a filtering strategy) to be between 40 and

100 meters using a Y-code receiver or assuming AS and SA are turned off.  If the GPS receiver on board

the satellite were to carry a rubidium clock, the error could be reduced to the 20 meter level.

Furthermore, if GPS satellites broadcast signals upwards (always from the Earth) as well as downwards,

the errors would drop to approximately 15 to 20 meters.  These results are valuable and can likely be
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improved upon using a ground based orbit determination approach containing high fidelity dynamic

models.

Similar results were described by a study performed by the French National Space Agency

(CNES) [53].  Reference 53 not only considers the use of a GPS receiver on board the geosynchronous

satellite, but also studies the use of three pseudolite ground stations in an effort to improve accuracy.

The CNES study predicts an error standard deviation of approximately 55 meters for the receiver on

board case and down to 23 meters for a case using Ku and C band pseudo-lites.  Both values are for a

three day arc of data and assume use of the public domain C/A code pseudorange.

Reference 72 summarizes all of the GPS techniques applied to geosynchronous orbit

determination at the Jet Propulsion Laboratory (JPL).  JPL has also studied the use of a GPS receiver on

board a geosynchronous satellite (without accounting for atmospheric effects).  The studies show a

predicted accuracy of 50 to 80 meters over a 24 hour arc of data when SA is on using a dual frequency

receiver.  The accuracy improves to 5 to 10 meters when a Y-Code receiver is used or AS and SA are

turned off.

The most intriguing use of the GPS constellation to geosynchronous orbit determination is

presented by JPL in References 54, 55, and 72.  In these studies, a radio transponder on board of a

geosynchronous spacecraft (such as TDRSS) is used like a GPS broadcast signal.  The signal from the

geosynchronous satellite is received on the ground with GPS signals by a GPS receiver at a known

location.  Then by using GPS techniques, the position of the geosynchronous satellites is estimated as

if it were a GPS satellite.  This technique works for GPS satellites to produce orbit accuracy's on the 20

cm level.  In the published experiments, the overlap accuracy level has been pushed to below 20 meters

for a TDRSS satellite; however, this technique faces limitations with the TDRSS satellites since TDRSS

transponder signals are broadcast at a very narrow beam width.  A wider beam would allow for a better

viewing geometry from the ground stations and improved accuracy.  Experiments with the INMARSAT

satellite showed overlap RMS differences to be on the 10 meter level or less.  It is theorized that this

technique should be able to produce 2 meter level orbits.
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1.6.3  The Value of Improved Accuracy

The value of improved accuracy geosynchronous orbit determination includes the ability to:

• space satellites closer together in the geosynchronous orbit ring

• improve predictions of inactive satellites or other space debris

• produce high fidelity reference orbits for orbit determination studies

The geosynchronous orbit regime is a limited resource in high demand for satellite based applications.

Because of this, longitudinal positions in the geosynchronous orbit ring or "slots" are assigned to

users through international agencies [56].  Improved accuracy geosynchronous orbit determination may

allow for the width of the slots to be reduced thus allowing more satellites into the orbit ring.  Or it may

allow slot owners to place multiple satellites into a single slot (which could lead to an expansion of the

space real estate market).

The production of high fidelity reference orbits for geosynchronous satellites has many

applications in astrodynamics.  Like the precise orbit ephemerides produced for LAGEOS, TOPEX, and

the GPS constellation, precise orbits for geosynchronous satellites could be used in a variety of orbit

determination studies including sensor calibration, force model assessments, and estimation technique

evaluations.  In this study, GPS satellite precise orbit ephemerides have proven to be a valuable

resource.

In more of a space surveillance role, improved geosynchronous orbit determination would

allow for better prediction of inactive satellites or other forms of space debris.  The use of mean element

propagators such as those included in the Draper Semianalytic Satellite Theory would be particularly

useful for long term predictions of the motion of these inactive objects.  Accurate long term predictions

of inactive objects may also decrease the tracking requirements for those objects.

1.6.4  A Role for Improved Angular Observations
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Satellite owner/operators face a variety of constraints during their mission design and

budgetary process.  Reference 71 discusses the need to improve orbit determination accuracy and

reduce cost and communications bandwidth for high altitude Air Force satellites currently using

transponder based (AFSCN) practices.  Low cost, high accuracy optical sensors such as the Raven

appear perfectly suited for such applications.

Space surveillance systems require tracking of noncooperative targets and the population of

high altitude objects is continuously increasing.  The results of a Russian space surveillance study

demonstrate the potential of improved angular observations combined with an efficient yet accurate

satellite theory [47].  A low cost, high accuracy optical sensors such as the Raven could help provide

other space surveillance programs with similar capabilities.

The purpose of this study is to show how improved angular observations can aid the orbit

determination process for geosynchronous satellites.  Range-only orbit determination has traditionally

been the best method of geosynchronous orbit determination due to the quality of range observations

and poor quality of angular observations, but range-only orbit determination for geosynchronous

satellites has limitations due to the geometry of the problem.

With the advent of improved optical sensors such as Raven, it is possible to introduce these

improved accuracy angular observations into the orbit determination process as a supplement to high

quality range data such as those produced by radar, radio transponder, SLR, and GPS systems.  These

quality angular observations help resolve the geometric ambiguity of range-only orbit determination.

In addition to supplementing high quality range data, these improved angular observations

can be used as the only data source for space surveillance and mission support roles.
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1.7  Thesis Overview

Section 1.6 was meant to define the purpose of this research and outline the benefits of its

pursuit.  Sections 1.1 through 1.5 were meant to provide background material in hopes of providing

motivation for the choices made in this study.

The second chapter of this study outlines the approach to this study.  Included in the

methodology is an outline of the various orbit determination scenarios to be studied, the choice of

software tools, force model assessment for geosynchronous orbit determination, description of the real

data available for this study, description of the data simulation procedure used in the analysis, and

validation of the data simulation procedure.

The third chapter presents the results of the mission support and space surveillance studies

incorporating improved angular observations in the geosynchronous orbit determination process.  The

mission support studies examine the limitations of range-only geosynchronous orbit determination, the

use of range and angles together, and angles-only orbit determination.  The space surveillance studies

examine the improvement in accuracy when using improved angular observations in place of traditional

accuracy angular observations.

The fourth chapter contains the conclusions of the analysis and outlines future work relevant

to this research.

Finally, the relevant appendices are included following the list of cited references.
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Chapter 2: Approach
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2.1  Orbit Determination Scenarios

The orbit determination studies presented in this analysis can be broken up based on their

application to either:

• mission support

• space surveillance

For each role, the observation sources (type, number, and location of sites), amount of observations

used, and the extent of the dynamic modeling varies.  In each scenario, studies are performed to reflect

realistic conditions for the basic space surveillance and/or mission support roles.

2.1.1  Mission Support Scenario

The mission support orbit determination scenario reflects existing geosynchronous satellite

missions using radio transponder data wishing to upgrade or supplement their orbit determination

capability or future missions interested in simple, low cost strategies.  The primary focus of this

analysis is on a geosynchronous satellite with a longitude of approximately 240° longitude (over the

California coast) and an inclination of approximately 9°.

The following data situations are investigated

• range-only

• range and angles

• limited range and angles

In the range-only case, an effort is made to understand the limits of range-only geosynchronous orbit

determination given an extensive tracking system.  The range and angles scenarios include improved

angular observations with the extensive range tracking system.  Studies are performed to determine how

the improved angular observations impact the orbit determination accuracy and how much angular data
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is needed.  The limited range and angles scenarios investigate the value of the improved angular

observations when an extensive range tracking system is not available.  The number of range tracking

stations is reduced to represent a more cost efficient method of tracking; there are also satellites such

as TDRSS where ranging is limited due to the communications requirements of the satellite.

Among other cases, the limited range and angles case considers single site orbit determination

and angles-only orbit determination.  Single site range-only orbit determination for geosynchronous

spacecraft is not possible when the tracking station and the spacecraft are at the same longitude;  even

when the tracking station and spacecraft are at different longitudes, the results are poor.  In the angles-

only case, range data may not be available due to a failed radio transponder or GPS receiver on board

the spacecraft.  Angles-only orbit determination could also serve to verify the orbit location of

autonomous satellites where all orbit determination and navigation functions are performed on board

the satellite with limited or no ground interaction.

All mission support scenarios are based on real world mission support data acquisitions and

solution approaches for a geosynchronous satellite.  Additional information on the real data is

presented in Section 2.4.

The value of using the improved angular observations as a supplement to range data is

measured by comparing the range-only fits to fits incorporating the angular observations.

2.1.2  Space Surveillance Scenarios

The space surveillance scenarios include both angles-only and range and angles orbit

determination.  In any case, the sites collect very few observations to allow for tracking of a large

number of satellites.  An example application could be a geosynchronous and near-geosynchronous

debris tracking and prediction campaign.  Here, hundreds of objects would need to be tracked and orbit

determination and prediction performed.  Because of these requirements and associated computational

burden, the use of general perturbation and semianalytic satellites theories (in addition to special

perturbation theory) are investigated.  The semianalytic theory could be particularly valuable if accurate

mean elements can be derived to support long term predictions.
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For the space surveillance scenario, a set of optical sites distributed longitudinally along with

a single deep space radar is considered.  In the angles-only case, range data may not be available due to

the limited availability of deep space radars.

The number of observations used in the space surveillance studies was derived from an

assumption of an approximate number of satellites that needed to be tracked.  The assumed tracking

schedule allowed for a 20 day fit span with tracking every other night (10 nights total) and a 40 day

prediction (60 day fit and predict span).  Four images are taken of each object per night resulting in

eight observation pairs.  With 10 nights of tracking, this results in 80 observation pairs or 160 total right

ascension and declination observations over the 20 day fit span  Assuming it takes 10 minutes to take

four images, then 100 minutes are devoted to each object per 60 days.  If the sensor can track for eight

hours per night, then approximately 288 objects could be tracked per optical sensor.  Of course, this

number is optimistic when poor weather and calibration time is accounted for.

The orbit determination studies are performed for one satellite, GOES-10.  It is believed that

studies on other objects would produce similar results; GOES-10 was chosen due to the availability of

real observation data which is discussed in Section 2.4.

To measure the value of the improved angular observations, studies are performed using

poorer quality angular observations (such as those produced by GEODSS) and comparing the results to

those produce by the improved angular observations.

2.2 Analysis Tools

The orbit determination studies performed as a part of this research involve real data reduction

and data simulation capability for a variety of data types.  Three software tools were available for use:
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• GIPSY/OASIS II

• Ops GTDS

• Draper GTDS

Each tool has its strong points but none are capable of supporting the entire study without

modification.  The individual analysis tools are described below.

2.2.1  GIPSY/OASIS II

GIPSY/OASIS 2 is a JPL product being used by the Colorado Center for Astrodynamics

Research (CCAR) for their GPS orbit determination studies.  The heart of the estimation algorithm is a

square root information filter/smoother with extensive force modeling including reduced dynamic

modeling (a form of process noise).  GIPSY/OASIS stands for GPS Inferred Positioning SYstem / Orbit

Analysis and SImulation Software and the software is also referred to as GOA2.  GOA2 is the most

accurate of the three tools mentioned; however, GOA2 was designed to process GPS observations

only.  Some range capability has been added to model SLR data but no optical angular observation

models exist.  In addition, it is desired to have some general perturbation and mean element modeling

available to examine some space surveillance issues of this research; these capabilities do not exist in

GOA2.

Since GOA2 lacked angular observation models and general perturbation theories, the

software was primarily used in some force model assessment cases.  It should be noted, however, that

Gipsy was the analysis tool used by JPL in their studies of GPS applications to geosynchronous orbit

determination [54, 55, 72].

The version of GOA2 used in these studies is maintained on a SUN workstation in CCAR at

the University of Colorado's Department of Aerospace Engineering Sciences.
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2.2.2  Ops GTDS

Ops GTDS is the Operational Version of the Goddard Trajectory Determination System.  Ops

GTDS is the main orbit determination tool used by NASA's Goddard Space Flight Center Flight

Dynamics Division for daily operations; TDRSS orbits are routinely determined using Ops GTDS.

The estimation algorithm in Ops GTDS is batch weighted least squares.  No filtering

capabilities exist but generalized (or empirical) accelerations are available in the batch estimator to

account for unmodeled dynamics.  Ops GTDS has angular, radio transponder, radar, and SLR

observation models available for orbit determination and data simulation; however, no GPS capabilities

exist in Ops GTDS.  Like GOA2, sufficient general perturbation and mean element theories are not

available for space surveillance studies.

Since Ops GTDS includes all of the necessary observation models and allows for empirical

accelerations to account for unmodeled dynamics, it was used primarily for the mission support studies.

Some force model assessment cases were also performed using Ops GTDS.

All Ops GTDS runs were performed on an SGI workstation supported by the AFRL

Astrodynamics team.

2.2.3  Draper GTDS

Draper GTDS (or DGTDS) is the Draper Research and Development Version of the Goddard

Trajectory Determination System.  The original version of GTDS, as the name suggests, was developed

at the NASA/Goddard Space Flight Center between 1970 and 1976 [33].  A research and development

version, R&D GTDS, was developed to evaluate promising methods of operational, nonroutine, and

highly precise orbit determination [38].

Draper Laboratory received a copy of R&D GTDS to run on its IBM mainframe computer in

1979.  Since 1979, GTDS has been expanded and modified at Draper in several areas including high

precision mean element propagation (Draper Semianalytic Satellite Theory), precision determination of

mean elements via weighted least squares, and Kalman Filter sequential estimation techniques using
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mean elements [6].  DGTDS also has been ported to a variety of platforms including VAX, VAX station,

Sun workstations, SGI workstations, PC's (486, Pentium), and (in some form) Macintosh.

Both Draper GTDS and Ops GTDS are distant offspring from the original version of GTDS.

Goddard's Flight Dynamics Division still maintains R&D GTDS although a seperate version called

Analysis GTDS is now used as a test bed before modifications are incorporated into Ops GTDS .  The

Goddard version of R&D GTDS was also modified extensively over the years.  Many of these

modifications have found their way into Ops GTDS (which in some aspects is better than DGTDS) such

that there are substantial differences between Ops and Draper GTDS.

Like Ops GTDS, DGTDS has all of the required observation models except for GPS.  Unlike Ops

GTDS, DGTDS has maintained and expanded some filter functionality including process noise

capability.  However, the lack of a smoother limits the applicability of the filter for this research.  There

are some GPS capabilities in DGTDS meant to be used for simulation and covariance analysis but these

are limited in scope.  As part of this research, a more modern GPS data processing structure was

implemented into DGTDS but was not fully completed and the GPS analysis was not pursued.

Advantages of using DGTDS include the general perturbation and mean element theories

available for space surveillance studies.  Since the force modeling lacks empirical accelerations,

however, it was not used in the mission support studies (more information on the force model

requirements are given in Section 2.3).

The version of DGTDS used in this analysis was operated from a 486 desktop PC.

2.3  Force Model Assessment

As stated in Section 1.4, the primary perturbations acting on a geosynchronous object are:

• central nonspherical gravity

• third body (Lunar-Solar) gravity

• solar radiation pressure

• other
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where "other" includes momentum dumps, thermal, tidal, and Earth radiation effects.

In this analysis, central nonspherical gravity is modeled through degree and order four using

the Joint Gravity Model 2 (JGM2).  Reference 16 shows there is no significant drop in accuracy when

truncating the gravity field from degree and order 21 to degree and order 4 for a geosynchronous

satellite over short arcs.  These results were verified using DGTDS over a nine day fit span.

Point mass models are used to calculate the effects of the Sun and Moon's gravitational

accelerations (the position of the Sun and Moon are provided by JPL ephemerides).  At

geosynchronous altitude the effects of nonspherical gravity from the Sun and the Moon are negligible

as are gravitational effects from other planets.  The effects of the other planets were gauged using the

Gipsy software.

A spherical satellite model with a constant reflectivity coefficient scale factor is used for

modeling solar radiation pressure effects.  It was anticipated that satellite macro-modeling would be

required for accurate geosynchronous orbit determination.  However, tests conducted using Ops GTDS

and Precise Orbit Ephemerides (POE's) of GPS satellites showed for a satellite with large solar arrays

perpendicular to the Sun, a spherical satellite model with a scale factor is almost as accurate as using a

macro-model for the satellite.  Appendix B talks about GPS POE's and where they are publicly available.

For the mission support scenarios, a constant along-track acceleration is used to account for

unmodeled dynamics.  This was necessary due to daily momentum dumps performed by the satellite the

studies were modeled after.  Without the inclusion of the empirical acceleration, the real data fits would

have been poor.  For the space surveillance studies, the along-track acceleration was not included.

The other "other" perturbation effects are not included in the dynamic modeling since their

effects are either small (such as tidal effects) or not well known (such as thermal effects).  Empirical

accelerations can be used to account for these unmodeled effects.  The empirical accelerations also

serve to model solar radiation pressure effects not included in the spherical satellite modeling.

In the mission support studies, a Cowell special perturbations theory is used in the satellite

propagation with the force models described above.
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For the space surveillance cases, three satellite theories are used in the space surveillance

cases: Cowell special perturbation theory, Draper Semianalytic Satellite Theory (DSST), and a version of

the SGP4 general perturbation theory.  The Cowell propagator included the force models described

above (4x4 geopotential, Lunar/Solar point mass effects, and solar radiation pressure with aspherical

satellite and cylindrical shadow model).

The DSST propagator was configured using the Fonte-Sabol optimal input deck [16].  The

DSST Fonte-Sabol optimal input deck has the force model options configured to balance speed and

accuracy and include a 4x4 geopotential in the AOG (averaged orbit generator), J22 effects in the AOG

and SPG (short periodic generator), zonal short periodics, Lunar/Solar point mass effects in the AOG,

numerical third body short periodics (includes weak time dependence), and solar radiation pressure with

a spherical satellite and cylindrical shadow model in the AOG and the SPG.  Default settings were used

with all of the included SPG models.

SGP4 is a common name which is often associated with a class of general perturbation

propagators used by the Air Force Space Command.  The propagator used in this work is more correctly

identified as DP4 and it includes J2, J4, and J22 secular effects, J2 and J3 long period effects, truncated

J2 short periodics to zeroth order in eccentricity, n=2,3 and m=2 tesseral harmonic resonance

corrections, and first order double averaged Solar/Lunar point mass long period effects [15, 69].  No

third-body short periodic or solar radiation pressure effects are modeled in the SGP4 theory.  In this

work, the DP4 propagator is used and referred to by the more common SGP4 label.  Reference 80

describes the family of theories oftened referred to as SGP4 in greater detail.

It should be noted that the SGP4 model used in this analysis is the version incorporated into

DGTDS by Darrell Herriges in 1987 as part of his Masters thesis work at MIT [69].  This version of SGP4

is not the official version of the SGP4 code used by US Space Command and has not been verified and

validated by US Space Command.  No conclusions about the performance of the US Space Command

space surveillance operations, in any way, should be inferred from this analysis.

2.4  Available Real Data
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An effort was made to gather real observation data to support these studies.  The real world

observation data serves two purposes:

• provide real world results to base simulation studies on

• support conclusions made using simulated data

The next two subsections describe the real data used in the mission support and space surveillance

scenarios.

2.4.1  Mission Support Data

As stated earlier, the primary focus of this analysis is on a geosynchronous satellite with a

longitude of approximately 240° longitude (over the California coast) and an inclination of approximately

9°.  Two observation sources were available for this satellite:

• radio transponder data

• Raven data

The observation stations, distributions, number of observations, and accuracy assessments of these

data source are described in the following subsections.

2.4.1.1  Radio Transponder Data

The satellite is supported by a system of eight ground station radio transponders at five

distinct geographic locations which produce high accuracy range observations for use in orbit

determination.  Table 2.1 describes the stations and the amount of data obtained from each station over

the time period of January 18-27, 1998.  The satellite owner/operator supplied radio transponder data

from January 15 through February 10, 1998, but only the data between January 18 and January 27 was
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used in this analysis since Raven tracking began on January 18 and the satellite maneuvered on

January 27.

Each pass of tracking collected 30 sets of observations; this resulted in a total of 810

observation sets from the 27 passes over the nine day period of study.  The length of each pass never

exceeded 30 minutes and was sometimes as short as 7 minutes.  Figure 2.1 plots the temporal

distribution of the observations.

Table 2.1: Radio Transponder Ground Stations

Station

Number

Location Number of

Passes

1 Hawaii 4

2 Hawaii 3

3 Vandenberg AFB, CA 3

4 Vandenberg AFB, CA 5

5 Colorado Springs, CO 3

6 New Hampshire 3

7 New Hampshire 2

8 Thule, Greenland 4

Figure 2.1: Radio Transponder Observation Distribution

Each observation set consisted of a range, azimuth, and elevation observation.  The quality of

the angular observations was very poor (worse than 20 arcseconds of noise, one standard deviation) so

only the range observations were used.  The range data was similar in quality to the BRTS data cited in

Reference 54.
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2.4.1.2  Raven Data

An extensive Raven tracking campaign was performed as a part of this research by the AFRL

Astrodynamics group in Albuquerque, New Mexico.  An effort was made to track the geosynchronous

satellite from January 19 through February 1, 1998.  With the exception of January 21, data was collected

every night from the Albuquerque Raven site.  Table 2.2 describes the Raven data collected from

January 19 through January 27.

Table 2.2: Mission Support Raven Data Summary

Date Start Time (UTC) End Time (UTC) Number of Images

Jan. 19 6:31 10:47 61

Jan. 20 3:46 9:20 175

Jan. 21 N/A N/A 0

Jan. 22 4:27 9:25 40

Jan. 23 4:31 10:25 172

Jan. 24 9:03 10:18 47

Jan. 25 7:19 11:31 103

Jan. 26 2:54 10:07 170

Jan. 27 4:42 10:38 147

The Raven optical sensor produces topocentric right ascension (RA) and declination (Dec)

observations.  From each image, 2 observation pairs are produced so that roughly 3660 observations

were available for this research.  Problems were encountered early in the tracking campaign that limited

tracking, but towards the end of the tracking campaign, over 200 images were being captured per night

and the tracking span lasted roughly eight hours.

Based on the success of the Raven tracking campaign and previous experiences with the

telescopes in Maui and Albuquerque, the simulation studies in the mission support analysis assume

that the sensors can operate six out of nine days on average.  While the tracking campaign collected

data from Albuquerque 13 out of 14 days, such luck with the weather cannot always be expected.  The

data collection time roughly translates to less than two minutes per image.
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2.4.1.3  Raven Data Accuracy Assessment

As a check of the Raven data accuracy, a comparison was made between the Raven angular

observations and a reference orbit produced by fitting to the radio transponder data described in

Section 2.4.1.1.  Later in this analysis, it will be shown that the range based orbit is likely accurate to the

30 meter level.  Figure 2.2 shows the differences between the Raven observations and the range based

reference orbit for January 19 and 22.  The differences are plotted versus true anomaly of the satellite.

Figure 2.2 clearly indicates a systematic error in the declination observations.  The magnitude

of the periodic error is greater than 6 arcseconds which maps into 1 kilometer at geosynchronous

altitude.  This is too large of an error to be present in the reference orbit.  To make sure the error was in

the Raven observations, the range based reference orbit was verified by comparing it to the orbit

determination solution produced by the satellite owner/operators.

This error trend had not been observed in any previous Raven studies.  An effort was made to

revisit several of the Raven data comparisons to reference orbits for GPS, TDRSS, and GOES-10

satellites.  The error trend was not apparent for those cases.

Figure 2.2: Raven Observations Compared to Range Based Reference Orbit

Prior to the geosynchronous satellite tracking campaign, several nights were spent tracking

GPS satellites for the purpose of calibration.  Most of the GPS passes were short, less than one hour,

and identifying a 12 or 24 hour periodic error trend would not be easy since the errors due to the



53

53

systematic error would be masked by the noise in the data.  There was one pass that lasted close to two

hours.  Figure 2.3 shows the difference between Raven observations of GPS PRN31 and the IGS Precise

Orbit Ephemeride on January 13,  1998.  More information on the IGS precise orbits is provided in

Appendix B.

A significant difference between Figure 2.2 and Figure 2.3 is that the biases have been

removed from Figure 2.2.  The systematic error trend is again obvious in the declination residuals.  For

the GPS satellite, the amplitude appears to be six times larger.  This would seem to indicate an

inclination dependence considering the inclination of the geosynchronous satellite is 9° and the

inclination the GPS satellite is 55°.  An inclination dependence would also explain why the trends were

not observed in the TDRSS or GOES-10 data sets since they are at near 0° inclinations.  The previous

GPS arcs were too short to identify the trends; examining half of the data in Figure 2.3, it is difficult to

identify a systematic error.

Figure 2.3: Raven Observations Compared to GPS Reference Orbit

At the completion of this research, the source of the error was still not confirmed.  It is

believed to be a problem in the handling of precession and nutation in the image processing.  A bonus

of these problems, however, was an impromptu education in the concepts of astrometry.

Without rectifying the image processing problems with the Raven data, the observations were

useless.  The real data analysis accuracy assessment does indicate the quality of the data, however.

Looking at a very short arc of the geosynchronous satellite data reveals the noise level uncorrupted by
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the systematic errors.  Figure 2.4 plots the Raven observation differences with the range based

reference orbit with biases removed.  The figure reveals noise levels (one standard deviation) on the

order of 1.25 arcseconds for right ascension and 0.7 arcseconds for declination.

Figure 2.4: Short Arc Raven Observations

The accuracy in these observations is a measured improvement over previous studies [75].

The improvement can be attributed to a new right ascension gear and a darker telescope location.

Further improvements are expected in the fall of 1998 with the incorporation of more accurate star

catalogs and better streak end point detection in the CCD image processing.  The Raven image

processing used in this analysis used the Hubble Guide Star Catalog (GSC) and References 76 and 77

discuss the advent of more accurate catalogs.

When first proposed, the theoretical accuracy of the Raven was believed to be 0.333

arcseconds, this study assumes angular observation accuracies of 1.0 arcsecond for right ascension

and 0.5 arcseconds for declination (noise level, one standard deviation).  This is a reasonable

assumption given the current performance and the anticipated improvements.

2.4.2  Space Surveillance Data

GOES-10 is the latest in a series of Geostationary Operational Environmental Satellites used by

the National Oceanic and Atmospheric Administration (NOAA) for meteorological purposes.  The

GOES-10 satellite was launched on April 25, 1997 and placed into geosynchronous orbit at 105° west
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longitude [73].  The initial launch and early orbit phasing support was performed by the Goddard Space

Flight Center Flight Dynamics Division.  The AFRL Astrodynamics group participated in a study of a

close approach between the GOES-10 satellite and the uncontrolled Telstar-401 satellite in August, 1997

[74].  From the tracking that proceeded the close approach, three data sources were available for GOES-

10:

• radio transponder data

• radar data

• Raven data

The observation stations, distributions, number of observations, and accuracy assessments of these

data source are described in the following subsections.

2.4.2.1  Radio Transponder Data

After GOES-10 performed a small maneuver on August 18, 1997, it was tracked by the GSFC

GOES-10 team for a day to produce a post-maneuver satellite state.  A radio transponder space to

ground link system (SGLS) was used to calculate range and Doppler observations of the satellite from

four ground stations (two of which are co-located).  From these observations, an osculating element set

was produced using Ops GTDS.  The GSFC GOES-10 team provided the element set which is used to

propagate a reference orbit in this analysis.

2.4.2.2  Radar Data

As part of the close approach study, a request was made to US Space Command for

observations of GOES-10.  US Space Command provided several days of observations from the

Millstone Hill deep space radar located in Massachusetts.  The radar observations consisted of range

(r), range-rate (rr), azimuth (az), and elevation (el).  Only the observations collected after 0 hr, August 19
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UTC time were used to avoid corrupting the solutions with pre-maneuver observations.  The

observations ran through August 21 for a total of three days of radar data.

Figure 2.5 gives the temporal distribution of the radar observations (as well as the Raven

observations).  In the figure, the MLH represents the Millstone Hill radar range observation

nondimensionalized differences from the radio transponder based reference orbit.

Figure 2.5 shows the radar observations were collected in brief passes.  Each of the eight two

minute passes collected four observations sets.  This provided a total of 32 observation sets or 128

total observations over the three days.  The range and range-rate data were of excellent quality but the

angular observations from the radar were poor.

Figure 2.5: GOES-10 Observation Distribution

(MLH R- Millstone Hill Range, RME RA- Maui Right Ascensions, VTA RA- Abq. Right Ascensions)

2.4.2.3  Raven Data

One night of tracking occurred from each of the Raven sites as both Maui and Albuquerque

tracked GOES-10 for several hours on August 21, 1997.  Figure 2.5 shows the temporal distribution of

the angular observations along with the Millstone Hill radar data.  In the figure, RME represents the

Maui Raven station and VTA represents the Albuquerque Raven station.

The Raven sites collect topocentric right ascension and declination observations.  The

observations from the Albuquerque site were similar in accuracy to the results presented in Reference

75 while the quality of the Maui observations was slightly lower due to a variety of circumstances (low

elevation, clouds, location of a full Moon).  Table 2.3 list the number of observations and the noise

standard deviation from both sensors.
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The table shows there were 48 total (24 RA and 24 Dec) angular observations from the

Albuquerque site and 58 total (29 RA and 29 Dec) from Maui.  In the table, the statistics are broken into

"open" and "close" sets of observations.  This refers to the observations pairs taken from the

beginning of the satellite streak in the Raven CCD image when the CCD shutter opens and the end of

the satellite streak when the CCD shutter closes.  Some timing problems have been observed in the

Raven system and treating the "open" and "close" data as separate stations allows for better estimation

of these errors.  Calibration work is planned to identify the source of the timing errors and possibly offer

solutions.  Reference 75 explains the "open" and "close" concept in more detail.

Table 2.3: Space Surveillance Raven Data Summary

RA (arcsec) DEC (arcsec)

Number of

Observations

Noise Standard

Deviation

Number of

Observations

Noise Standard

Deviation

VTA open 12 3.12 12 1.56

VTA close 12 1.73 12 1.30

RME open 15 5.71 15 1.86

RME close 14 4.01 14 0.805

The quality of the data, in comparison to that presented in the Mission Support Data

subsection, indicates that this data was obtained before some improvements (darker location, new right

ascension gear) were made to the Raven system.  The large systematic error in the observations does

not appear since GOES-10 is at near zero inclination.  Some systematic error is surely present in the data

but it is masked by the noise in the data.

2.5  Analysis Methodology

Section 2.4 documented the collection of real observation data for use in this research.

Analysis of the Raven data, however, revealed systematic errors in the improved angular observations

which make most of the data unusable; therefore, data simulations were used to investigate the impact
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these observations would have on the geosynchronous orbit determination problem once the errors are

removed.  This section gives an overview of the data simulation procedure and a validation of that

procedure.  To ensure the integrity of the data simulations, comparisons were made between real and

simulated range-only cases.  If the simulated data fits are similar to the real data cases, it would build

confidence in the results of the simulated cases.  Then conclusions could be drawn about the utility of

the improved angular observations from the simulations.

2.5.1  Data Simulation Approach

The first step in a data simulation procedure is to develop a "truth" orbit or reference

trajectory.  The truth orbit is the ephemeris from which the simulated observations are constructed.  For

the mission support cases, the truth model was established by fitting to the radio transponder range

data over a nine day fit span from January 18 to January 27.  The best estimate of the satellite state,

solar radiation pressure reflectivity constant, empirical along-track acceleration, and range station

biases derived from the fit were used as the truth orbit.  For the space surveillance cases, the

NASA/GSFC radio transponder based element set and reflectivity constant were used as the truth orbit.

In both cases, the reference trajectory is integrated over the period of interest using the GTDS

Ephemeris Generation program.

Next, the truth orbit is used to construct simulated observations with the GTDS Data

Simulation program.  The ground stations and tracking schedules were constructed to reflect realistic

tracking conditions.  For the mission support cases, the tasking was scheduled to reflect the real world

data collection.  The estimated radio transponder range biases were added to the simulated

observations as was random noise at the level observed in the real observations.  For the space

surveillance cases, the tasking was based on an assumed number of objects that needed to be tracked.

No biases were included in the space surveillance studies.

Fits are then made to the simulated observations using the GTDS Differential Correction

program.  In all cases, the satellite state and solar radiation pressure reflectivity coefficient (when

applicable) were estimated.  For the mission support cases, a constant along-track acceleration was also
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estimated.  The force models used in the truth trajectory and estimated trajectory can be slightly

different to account for errors in the dynamics.  For the mission support cases, however, the force

models used in the truth and estimation process were the same; it is believed the uncertainty in the

along-track acceleration and solar radiation pressure reflectivity coefficient provided enough error in

the dynamics.  The space surveillance cases did use slightly different models in the truth and estimation

process but it had negligible impact on the results.

Assessments of accuracy can be made by comparing the trajectory derived from the simulated

observations to the truth trajectory from which the simulated observations were created; the best

estimate of the orbit based on the simulated observations is compared to the truth orbit using the GTDS

Ephemeris Comparison program.  The compare program provides the errors of the estimated orbit in

terms of orbital elements, Cartesian components, or radial, cross-track, and along-track components.

2.5.2  Validation of the Data Simulation Approach

To validate the data simulation procedure and establish confidence in the results of the data

simulations used in this analysis, real and simulated data cases are compared for the geosynchronous

satellite described in the mission support scenario.  Since the angular observations were corrupted,

only the radio transponder range data is used here.  The available data, stations, and observation

distributions are described in Section 2.4.

First, fits were made to the nine days of radio transponder range observations described

previously in Table 2.1 and Figure 2.1.  Table 2.4 describes the force modeling used in the Ops GTDS

Differential Correction program's weighted least squares batch estimator.  The estimated parameters

included the satellite position and velocity, a single reflectivity constant for solar radiation pressure,

and a constant along-track acceleration over the entire fit span.  The along-track acceleration was

required to account for daily momentum dumps performed by the satellite.  This configuration was used

in all of the Mission Support analysis.

Two real data cases were investigated.  The first orbit solution, Case 1, estimated range biases

from all radio transponder ground stations.  The second solution, Case 2, did not estimate the range
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biases but used the reported bias values provided by the satellite operator from each sensor.  The two

orbit solutions were then compared over the 9 day fit span at 20 minute intervals.
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Table 2.4: Mission Support Orbit Generator Models

Integrator Cowell Special Perturbations

Step Size 400 s

Geopotential 4x4 JGM2

Third Body Solar, Lunar point masses

(JPL DE 118,200)

Solar Radiation Pressure Spherical Body,

Single Reflectivity Coefficient, Cr

Empirical Acceleration Constant Along-Track

The comparisons, Case 1 minus Case 2, showed periodic differences in the radial direction (24

meter amplitude, 48 meters from peak to peak) and cross-track direction (293 meter amplitude), and an

along-track drift (from -63 meters to -373 meters) with periodics (on the order of 40 meters).  These are

sizable differences that can be attributed to the difference in range station bias values.  Table 2.5 shows

the difference between the reported range station bias values used in Case 2 and the estimated values

obtained from Case 1.

Table 2.5: Real Data Range Bias Differences

Station Number Estimated - Reported (m)

1 -11.26

2 -16.70

3 0.75

4 -0.10

5 7.34

6 13.75

7 37.06

8 42.53

Part of the bias differences in Table 2.5 can be attributed to atmospheric effects.  The data

processing did not include atmospheric effects, and the differences have some elevation angle

dependence.  However, there does appear to be differences between the reported values and the
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estimated values aside from atmospheric effects.  Consider Stations 6 and 7;  these stations are

collocated so the atmospheric effects should be similar for both.  Yet the bias differences are on the

order of 20 meters.  For Stations 1 and 2, the difference is over 5 meters.  Either the calibration for these

stations is poor or the bias solutions are poor.  It should be pointed out that maintaining calibration of

these radio transponder sensors is nontrivial considering the bias drift in the sensors and the coupling

with the satellite radio transponder delays.

Next, a data simulation was set up to replicate the real range data scenario.  The stations and

tracking patterns (passes and density) were represented as closely as possible to reflect the real world

conditions.  Noise was added to the simulated data based on the observation standard deviation

reported from the real data cases.  Biases were added to all stations based on the real data Case 1 range

bias solutions.  The Case 1 real data solution was used as the "truth" orbit from which the simulated

observations were constructed.

Fits were then performed to the simulated data: one case, SimCase 1, in which all range station

biases were estimated and another case, SimCase 2, in which the reported bias values (different from the

truth biases by the values listed in Table 2.5) were used.  The a priori  bias values for both cases were

the reported bias values (unless otherwise noted, the rest of the data simulations used the "truth"

values as a priori  guesses to speed convergence).  The SimCase solutions were then compared to the

"truth" orbit used to construct the simulated observations.

Comparing SimCase 2 to the truth orbit showed periodic differences in the radial direction (24

meter amplitude, 48 m from peak to peak) and cross-track direction (299 meter amplitude), and an along-

track drift (from -62 meters to -361 meters) with small periodics (on the order of 40 meters).  This

confirms the notion that range errors, in the form of biases for this case, lead to large position errors in

geosynchronous orbit determination.

Table 2.6 lists the orbit differences between the truth orbit and real data solution, Case 2, and

simulated data solution, SimCase 2.  The table shows that the data simulations are representative of the

real world conditions.  Figure 2.6 summarizes this data simulation verification/validation procedure.
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Table 2.6: Real Data and Simulated Data Comparisons

Difference (m) from

SimCase 1, "truth"

Real Data

Case 2

Sim Data

SimCase2

Radial Periodics 24 24

Cross-Track Periodics 293 299

Along-Track Min,Max -63,-373 -62,-361

DC2

DATASIM

COMPARE

REAL OBS

CASE2 CASE1

DC1

SIM OBS

DC2

SIMCASE2

COMPARE

REAL DATA 
COMPARISONS

SIM DATA 
COMPARISONS

Figure 2.6: Data Simulation Validation Procedure

It is interesting to note that orbital accuracy from real data studies is usually inferred from

solution overlaps; if the same bias errors are present in the overlapping real data solutions (i.e. if the

reported bias values are used in both fits), the along-track biases will effectively cancel in the overlap

comparison leaving the analyst unaware of the large errors!

Comparing SimCase 1 to the truth orbit showed periodic differences in the radial direction (0.6

meter amplitude, 1.2 m from peak to peak) and cross-track direction (1.3 meter amplitude), and an along-

track drift (from -31 meters to -35 meters) with small periodics (on the order of 1 meter).  Table 2.7 shows

the difference between the SimCase 1 range station bias solutions and the truth values used in the

simulated observations.
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Table 2.7 shows bias solution errors below 3.5 meters.  These results appear to be consistent

with the real data cases and show that the biases can be estimated given the amount of data available

for this satellite.  However, the amount of error remaining in the range stations bias solutions does lead

to an along-track bias of 30 meters.

Table 2.7: Simulated Data Range Bias Differences

Station Number Estimated - Truth (m)

1 3.26

2 3.42

3 0.06

4 0.05

5 -1.33

6 -2.79

7 -3.21

8 -1.01
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Chapter 3: Results
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3.1  Mission Support Analysis and Results

The Mission Support Analysis and Results section is broken up into four subsections: range-

only, extensive range and angles, limited range and angles, and extensions to other data types.

The Range-Only section investigates the limitations of range-only orbit determination for a

geosynchronous satellite with an extensive range tracking network.  Studies investigate how the

solution accuracy changes with the length of fit span, different inclinations, and leaving a station bias

unestimated.

The Extensive Range and Angles section investigates how improved angular observations

impact the geosynchronous orbit determination problem given an extensive range tracking system.

Studies investigate how the number of optical stations, the density of the angular observations, the

number of nights of optical tracking, different inclinations, and the length of the fit span affect the

solution accuracy.

The Limited Range and Angles section looks at how the improved angular observations affect

the geosynchronous orbit determination problem given a more limited range tracking system.  First, the

range-only problem is revisited to see how the solution is affected by fewer range stations.  Next,

improved angular observations are added to the limited range scenario.  Then studies are performed to

investigate the use of single site range and angles orbit determination and angles-only orbit

determination.

The Extension to Other Data Types section is a discussion on the potential of improved

angular observations to supplement other data types such as SLR and GPS data.

3.1.1  Range-Only

In the range-only studies, an effort is made to understand the limitations of the range-only

geosynchronous orbit determination solution given an extensive tracking system.

Table 2.5 shows that there are large differences between the reported bias values and the

estimated bias values for all of the range stations.  In SimCase 1, it was shown that the biases could be

estimated to the 3.5 meter level (recall Table 2.7).
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Assuming the real data Case 1 bias solutions for Stations 6 and 7 are accurate to 3.5 meters

and that the differences between the bias solutions and the reported values are on the order of 10-20

meters, one must then conclude that the range station calibration bias values can not be much more

accurate than 10-20 meters.  The calibration must be on the several meter level (better for some stations,

worse for others).  The SimCase 1 results showed that bias errors on the 3 meter level lead to a 30 meter

along-track error in the orbit solution.  It would appear that the reported bias values have errors larger

than 3 meters and using them results in considerably larger orbital errors (recall SimCase 2).

Figure 3.1 shows orbital errors for the best range-only orbit solution where all biases were

estimated.  This solution corresponds to SimCase 1 discussed in the data simulation validation, Section

2.5.2.

Figure 3.1: Best Range-Only Orbit Solution Errors

To improve the orbit determination accuracy for a geosynchronous orbit, the range station

biases must be better determined.  The following subsections investigate how the bias solution errors

and resulting orbital errors change with the length of fit span and different inclinations.  Studies also

investigate the affect of not estimating a bias for a single range station.

3.1.1.1  Variable Fit Span

Studies were performed to see if the bias solutions could be improved by changing the amount

of data used in the fits.  If the fit span is shortened to below 9 days, the bias solutions worsen; there is

not enough data to estimate the biases effectively.  If the fit span is lengthened to 13 days, the bias

solutions do not improve; this can be partly attributed to the uncertainty in the dynamic models over

longer periods of time.  Table 3.1 shows the real data bias solution standard deviations for the 9 and 13

day fit spans.  The 9 day case corresponds to Case 1.  The standard deviations for the 9 day fit are fairly
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consistent with the errors in the simulated data bias solutions, SimCase 1 (Table 2.7).  The differences in

the bias solutions are on the same order of magnitude as the standard deviations.  When estimating

station biases, there will always be some uncertainty in the solutions.

Table 3.1: Real Range Data Bias Solution Standard Deviations

Station 9 Day Fit (m) 13 Day Fit (m)

1 7.89 8.42

2 7.91 8.51

3 0.18 0.14

4 0.16 0.14

5 2.87 3.09

6 7.23 7.76

7 7.22 7.75

8 2.26 2.41

3.1.1.2  Observability at Lower Inclinations

Next, the effect of lowering the geosynchronous orbit's inclination on the bias solutions was

investigated.  Range-only simulation studies were performed for satellites at approximately 9° (as in

SimCase 1), 4°, and 0° inclinations.  The other initial orbital elements (semimajor axis, eccentricity, etc.)

were kept the same for the three cases.  The results show that observability of the range station biases

is lost as the inclination is lowered.  With less observability, the bias solutions get worse.  As the bias

solutions get worse, the orbit solutions get worse.  Table 3.2 shows the bias solution errors for the

three different inclination cases.  Table 3.3 shows the orbital errors.  The 9° inclination case differs

slightly from SimCase 1 since slightly different bias values and initial conditions were used.  For the 0°

inclination case, Station 8 was not visible, and all of the Station 6 observations were edited out in the

differential correction process.

Table 3.2: Bias Errors for Range-Only Inclination Cases
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Station

Number

i=9°

(m)

i=4°

(m)

i=0°

(m)

1 2.91 7.78 529.82

2 3.06 7.92 530.33

3 0.07 0.13 6.41

4 0.05 0.09 6.52

5 -1.09 -2.86 428.00

6 -2.47 -6.92 N/A

7 -2.88 -7.33 -482.86

8 -0.93 -2.31 N/A

Table 3.3: Orbit Errors for Range-Only Inclination Cases

Difference (m)

from truth

i=9° i=4° i=0°

Radial

Periodics

0.6 0.6 1.8

Cross-Track

Periodics

1.7 1.9 127

Along-Track

Min,Max

-27,-31 -78,-81 -5444,

-5457

Some additional discussion on the loss of the range station bias observability appears to be in

order.  For a geostationary satellite (a geosynchronous satellite with zero inclination and eccentricity),

the range-rate to any ground station, assuming two-body dynamics, is zero.  Thus, any geostationary

satellite will have the same zero range-rate to any ground station regardless of the position of the

geostationary satellite or the ground station.  With zero range-rate, the range history for any

geostationary satellite will be constant.  By allowing a free bias term in the range observation model, the

satellite position is unconstrained to be anywhere in the geostationary ring; in essence, the longitude is

unobservable.
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Of course, perturbations will disrupt any true geostationary orbit but the range-rate is still

small enough to make estimating all range station biases for a near geostationary case difficult with

range-only data.

3.1.1.3  A Station Bias Not Estimated

Clearly, one can not solve for all biases at lower inclination orbits with only range data.  The

next step would be to solve for all station biases except one.  Simulation studies indicated that it is

unwise to choose a station that was at the same longitude as the satellite when deciding which bias not

to estimate.  Doing so results in larger errors.  For these studies, it was decided to leave the bias in

Station 5 unestimated.

Fits to the simulated observations for the original 9° inclination orbit were generated for cases

having 0, 1, 5, and 10 meter errors in the Station 5 bias.  The rest of the station biases were estimated.

Table 3.4 shows the relationship between the error in the Station 5 bias and the resulting along-track

orbit error; the trend appears linear as shown in Figure 3.2.  Additional studies to determine this

relationship mathematically and to generalize for other stations and satellites were not undertaken;

however, the studies observed that if the station with the unestimated bias is at the same longitude of

as the geosynchronous satellite, the slope of the linear trend was several times larger.  For instance, not

estimating range biases for Stations 3 and 4 results in close to 100 meters of along-track error despite

errors of only 0.75 meters and -0.10 meters in the station biases.  Reference 82 outlines analytic methods

which would likely provide insight into how station locations influence orbit solutions.

Recall Table 2.5 to see that the difference between the estimated station bias and the reported

value was 7.34 meters which would result in an long track error of over 200 meters.  If the calibrated

value of the range bias were 1 meter, the along-track bias would still be on the order of 30 meters.

Table 3.4: Single Station Bias and Resulting Along-Track Errors

Station 5 Bias Error (m) Along-Track Bias (m)

0 0

1 29.5
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Figure 3.2: Along-Track Error as a Function of a Single Station Unestimated Bias Error

3.1.1.4  Summary

From the range-only studies, it was observed that the reported bias values of the range

stations are accurate to the several meter level at best.  All range biases can only be estimated for

inclined orbits, and that still leaves up to several meters of uncertainty in the solutions.  Not choosing

to solve for one or more biases is limited by the error in the unestimated biases which can lead to fairly

large orbital errors.  Under all circumstances it was found that small errors in the range observations

lead to significant along-track errors in the orbit solutions.  Thus, the range-only solutions are limited

by the accuracy of the range sensor calibration or the ability to solve for the sensor biases.  If the

biases are very well known, the range-only solution has proven to be quite accurate; however, for the

9° inclination case presented, the calibration is poor and estimating biases has proven to deliver orbits

only to the 30 meter level and possibly much worse for lower inclination cases.

Figure 3.1 shows orbital errors for the best range-only orbit solution where all biases were

estimated.

3.1.2  Extensive Range and Angles
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After recognizing the limitations of range-only geosynchronous orbit determination, improved

angular observations were introduced to the simulations studies.

In all of the simulation cases involving angular data, 1" of noise (one standard deviation) was

added to the right ascension observations, and 0.5" of noise was added to the declination

observations.  This is a reasonable assumption based on current Raven data processing and the

improvements expected in the near future from new star catalogs and refined end point detection.  No

biases were added to the angular observations.  This assumption is based on the ability of optical

sensors to calibrate themselves using objects with well known positions such as reference stars or GPS

satellites.

The primary range and angles scenario included the same range stations and observations as

the primary range-only case (reflecting the real world tracking for this satellite) and two optical sensors.

The optical sensors were located in Albuquerque, New Mexico, and Maui, Hawaii, also the location of

two Raven telescopes.  Some studies included a third optical site at Vandenderg AFB, California,

collocated with Range Station 3.

It was assumed that the optical sensors could track six out of the nine nights of the fit span.

This is a reasonable assumption based on the history of the Raven sites.  Actually, the Raven telescope

in Albuquerque was able to track the satellite eight out of the nine nights during this particular fit span.

Unfortunately, the observations were not available for this study due to the image processing problems

discussed in Section 2.4.1.3.  Each sensor tracked for eight hours each night in the simulation studies.

For most of the simulated cases, the tracking was distributed such that the Maui station tracked on the

nights of January 18-23 and the Albuquerque station tracked on January 20 and January 22-26.  The

simulations also assume the optical sensors could record observations at a rate of one observation pair

(right ascension and declination) per minute.  This roughly reflects the data collection ability of the

current Raven sensors.

Like the real and simulated data cases described in the data simulation validation, the

estimated parameters in the differential correction process included position, velocity, reflectivity
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coefficient, along-track acceleration, and all range biases.  In all cases the differential correction process

weighted the observations according to the amount of noise added in the data simulation.

The primary range and angles case described above (2 optical sensors, 6 nights tracking from

each, 8 hours per night, 1 obs pair per minute) reflects a scenario in which two telescopes are dedicated

to tracking the geosynchronous satellite.  Other cases are variations of this scenario in which

parameters were varied, such as the number of optical tracking stations, nights of optical tracking, and

density of the angular observations.  Studies also investigate the effect of lower inclinations and

shorter fit spans on the range and angles geosynchronous orbit determination problem.

The primary data simulation case produced 2886 observation pairs from each optical station for

a total of 11544 angular observations, compared to 827 range observations from the eight simulated

radio transponders.

Fitting to the range and angles data produced outstanding results.  Table 3.5 contains the bias

estimation errors, Table 3.6 provides the orbital errors for the range and angles case in comparison to

the best range-only case, and Figure 3.3 plots the orbital errors for the range and angles case over time.

Figure 3.3 shows the along-track bias due to the uncertainty in the bias solutions is gone.  The

bias solutions themselves are an order of magnitude better than in the range-only case.  It appears that

the range and angles solution has difficulty in capturing the along-track acceleration.  This results in a

small drift in radial error and a parabolic run-off in the along-track direction.  Closer study of the range-

only cases shows a similar along-track run off masked by the scale of the along-track errors.

Table 3.5: Range and Angles Range Bias Errors

Station Number Estimated - Truth (m)

1 0.21

2 -0.11

3 0.03

4 -0.04

5 -0.27

6 0.31

7 0.05
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8 0.22

Table 3.6: Range and Range and Angles Orbit Errors

Difference (m) from

Truth

Range-

Only

Range and

Angles

Radial Periodics 0.6 0.2

Cross-Track Periodics 1.7 1.9

Along-Track Min,Max -27,-31 0, 2.5

Figure 3.3: Primary Range and Angles Orbit Solution Errors

The range and angles orbit solution is more accurate than the range-only case.  The range and

angles case did, however, include two more viewing stations (only one was geographically distinct) and

an additional 11544 observations obtained from long, dense passes.  To demonstrate the angular

observations do, in fact, bring additional, useful information to the orbit determination process, a range-

only case replicating the primary range and angles tracking scenario was created.  Here, the optical

sensors in Albuquerque and Maui were designated as radio transponders collecting range.  The

tracking schedule was kept identical to the range and angles case.  A bias was added to the new range

stations since biases are a real world characteristic of these sensors and, as demonstrated above,

calibration can be poor.  The new biases were included as estimated parameters in the differential

correction.

The fit to the 10 station range case showed improvement over the 8 station range-only case

but bias uncertainties and along-track errors remained.  The orbit solution had 0.4 meter (0.8 meter peak

to peak) radial periodics, 5.2 meter cross-track periodics, and an along-track bias of approximately 20

meters.  Clearly, the angular observations provide a different type of information that is very valuable to

the geosynchronous orbit determination problem.
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It should be noted that the 10 station range case contained fewer observations than the range

and angles case since the Albuquerque and Maui stations produced one range observation every

minute of tracking instead of two angular observations.  This does not impact the conclusions,

however, since the angular observation density can be decreased to one observation pair every two

minutes and a similar level of accuracy is maintained (to be discussed more later in this section).

Once it was determined that the improved angular observations could help improve

geosynchronous orbit determination accuracy, studies were performed to investigate how much

angular data is required to make significant improvements.
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3.1.2.1  Number of Optical Sensors

The first parameter considered was the number of optical stations.  Several scenarios were

studied where the number of observations (total nights tracking and observation density) were kept

equal while the number of viewing stations was varied between one and three.  Table 3.7 shows the

orbit errors for the three most telling cases (12 total nights tracking, 1 obs pair/minute).  Here the

distribution was kept identical across the three cases.  For the one station case, the Maui station

coordinates were changed to coincide with the Albuquerque station; for the three station case, two

nights of tracking from Albuquerque and Maui were transferred to a station at Vandenberg AFB.

Table 3.7: Number of Optical Stations and Orbital Errors

Optical

Stations

1 2 3

Radial

Periodics (m)

0.2 0.1 0.2

Cross-Track

Periodics (m)

1.9 1.5 1.4

Along-Track

Min,Max (m)

0,2.5 0,3.1 0,3.6

Table 3.7 shows little variation from one to three stations.  Figure 3.4 shows the along-track

bias as a function of the number of optical sensors for several different tracking scenarios.  Keep in

mind that the observation distribution varies between some of the cases and this affects the results.

There is also some variance from case to case that may be on the order of several meters.  In general, it

appears that the number and location of the viewing stations has little impact on the orbit accuracy with

all other things (observation distribution and number) being equal.



77

77

# of Optical Stations

0

5

10

15

0 1 2 3

12 nts,1 min/ob

12 nts,5 min/ob

8 nts,1 min/ob

6 nts,1 min/ob

Figure 3.4: Along-Track Accuracy as a Function of Optical Station Number

3.1.2.2  Optical Observation Density

After varying the number of optical viewing stations, several simulation cases were performed

varying the density of the angular observations.  In addition to the primary case density of one

observation pair per 1 minute, data simulations generated cases where the angular observations were

collected at the rate of one observation pair per 2, 5, 10, 20, and 40 minutes.  Three scenarios were

considered: two optical stations tracking for six nights each (12 nights total), two optical stations

tracking for four nights each, and three optical stations tracking for six nights each.  Table 3.8 shows

the along-track bias for all of the cases, and Figure 3.5 plots the information.  In both the table and the

figure, the along-track bias is taken as the mean of the absolute minimum and maximum along-track

errors.

Table 3.8: Along-Track Error as a Function of Optical Density

Density

(min/obs)

3 sta, 18 nts

(m)

2 sta, 12 nts

(m)

2 sta, 8 nts

(m)

1 1.4 1.2 0.6

2 1.4 2.5 3.4

5 7.5 8.0 3.0

10 13.7 7.4 6.9

15 2.3 5.0 18.5

20 12.9 17.4 16.6

40 15.8 21.2 N/A
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Figure 3.5: Along-Track Accuracy as a Function of Optical Data Density

Both Table 3.8 and Figure 3.5 show a fair amount of uncertainty in the solutions for the 5 to 15

minute per observation density results.  The figure does indicate a general trend for the along-track

error as a function of observation density, however.  It appears that for all of the cases examined, along-

track biases are present in the solutions with optical observation densities less than two minutes per

observation pair.  It also appears that the error/density relationship is a function of the number of

nights of tracking; the 18 nights tracking case fairs better than the 12 and 8 nights tracking cases.  This

dependence could be linked to the total number of observations or the distribution of the observations.

3.1.2.3  Nights Tracking Optically

Some links of orbit accuracy to the number of nights of optical tracking have already been

observed.  The next data simulation cases were performed to investigate the dependence of orbit

accuracy on the number of nights of optical tracking.  The variable number of nights scenarios included

several different data distributions; even with an equal number of observations, different data

distributions produce varying orbit accuracies.  In practice, weather conditions dictate the number of

nights tracking and observation distribution from the optical sensors; one should not expect to have

more than six out of nine nights of clear tracking for the optical sensors on average.  These studies try

to understand, in a general sense, how the orbit accuracy degrades with fewer nights tracking.
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Simulations were conducted ranging from one to three optical stations, over 6, 8, 10, 12, and 18

nights with an observation density of one observation pair per minute.  Figure 3.6 shows the along-

track errors as a function of the number of nights of optical tracking.  Each data point in the figure

represents the along-track error for a data simulation scenario.  Again, the along-track bias is taken as

the mean of the absolute minimum and absolute maximum along-track errors.  The figure shows that

along-track errors become prevalent below eight nights of optical tracking.  If it is assumed one station

can track six out of nine nights, then one must conclude that two optical sensors are required to

eliminate the along-track errors.  Further studies modeled one and two optical stations with an

observation density of ten minutes per observation pair for 6, 8, 10, and 12 days with similar

conclusions.

Optical Tracking Nights

0

5

10

15

20

4 6 8 10 12 14 16 18

Figure 3.6: Along-Track Errors as a Function of Nights of Optical Tracking

3.1.2.4  Lower Inclinations

For the range-only case, it was observed that it becomes more and more difficult to estimate

the range station biases as the geosynchronous orbit inclination decreases.  For the 9° inclination case,

the biases could be effectively estimated to a greater accuracy level than the apparent accuracy of the

reported bias values.  For the 0° inclination case, the bias solutions were terrible, limiting the range-only

case to the accuracy of the reported bias values.
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For the 9° inclination case, it was shown that supplementing the range observations with

improved angular observations allows for the estimation of all bias values far more effectively and

reduces all resulting orbital errors to the meter level.  With the lower inclination cases, similar results

were produced.  Table 3.9 contains the orbital errors for 0°, 4°, and 9° inclination cases using the

primary range and angles tracking scenario (two optical stations, 12 nights tracking, one observation

pair per minute).  Compare the values in Table 3.9 to the range-only values in Table 3.3.

Table 3.9: Orbit Errors for Range and Angles Inclination Cases

Difference (m)

from truth

i=9° i=4° i=0°

Radial

Periodics

0.2 0.1 0.3

Cross-Track

Periodics

1.5 1.6 2.3

Along-Track

Min,Max

0, 2.9 0, 2.7 0, 2.1

3.1.2.5  Shorter Fit Spans

The additional volume of angular observations allows the fit span to be reduced and still

accurately solve for all range station biases.  For the range-only case, at least nine days of tracking were

needed to estimate the biases effectively, and the orbit still contained 30 meters of error.  For the

primary range and angles case, reducing the fit span from nine to five days did not reduce accuracy at

all.  When reducing the fit span to further, the differential correction estimation algorithm did not

converge.

To counter the convergence problems over the short  fit spans, additional angular

observations were added and the range station biases were not estimated.  A data simulation was

constructed with the same range station tracking as in the primary range-only and range and angles

scenarios and optical tracking from the Albuquerque and Maui sites on both January 18 and 19.  Each

optical sensor tracked for eight hours per night collecting one observation pair per minute.
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A one day fit was attempted but did not converge despite having extra angular data and not

estimating biases.

A two day fit was made to the simulated observations and then compared to the truth orbit.

Figure 3.7 shows the orbital errors.  In the figure, it can be seen that the fit span errors are quite small

despite not estimating biases, and the errors only build in the prediction.  The option to reduce the fit

span could be valuable for satellites where the dynamics are difficult to model over longer fit spans or

for post-maneuver orbit determination.

Figure 3.7: Two Day Fit Orbital Errors

3.1.2.6  Summary

In the extensive range and angles cases, it is shown that improved angular observations help

resolve the range bias ambiguity present in the range-only cases.  With the angular observations, all

range biases can be effectively estimated; this includes low inclination cases.

The studies show that eight nights of optical tracking is desirable over the nine day fit span.

This implies that two optical stations are needed to produce high accuracy orbits.  However, the desired

density (2 minutes per observation pair), allows the tracking sites to track two satellites.  Thus, two

satellites could conceivably share two optical sensors with better results than each satellite

monopolizing single optical sensors.

In addition to helping estimate range biases over longer fit spans, the additional angular data

allows for accurate orbital solutions over short fit spans, two days was demonstrated, which is valuable

for post-maneuver orbit solutions and cases where the long term dynamics are not well modeled.

3.1.3  Limited Range and Angles
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Up to this point, all of the data simulations modeled an extensive range tracking network: eight

stations at five distinct geographic locations spanning from Hawaii to Thule, Greenland, to New

Hampshire.  In this subsection, scenarios are investigated where the range tracking network is far more

limited.  Efforts are made to determine if the optical observations allow the number of radio transponder

range stations to be reduced or even eliminated (angles-only orbit determination).  The 9° inclination

case was used for all studies.

3.1.3.1  Range-Only

The first studies investigate how reducing the number of tracking stations affects orbit

accuracy for the range-only case.  The primary range-only case consisted of eight range stations at five

distinct locations.  A data simulation case was constructed to reduce the number of stations to five; the

three pairs of collocated stations were combined into one station.  Another simulation reduced the

number of stations to three: Station 2 in New Hampshire, Station 3 in Vandenberg AFB, CA, and Station

5 in Colorado Springs, CO.  The remaining station tracking passes were distributed among the three

stations.  In all range-only cases, the total number of observations were kept roughly equal

(approximately 827).  Biases were modeled and estimated for all stations.

Table 3.10 shows the orbital errors for the eight, five and three station range-only cases.  As

the number of range stations is reduced, the orbital errors increase.  It is particular interesting to note

that the amplitude of the cross-track periodics increases as the number of stations and viewing

geometry decreases.  Figure 3.8 plots the orbital errors over the nine day fit span for the three station

case.

Single site range-only orbit determination is not possible for geosynchronous satellites when

the satellite is at the same longitude as the tracking station, and it is very difficult and undesirable when

the station is at a different longitude.  Reference 82 provides analytic methods which would likely

provide more insight into the degradtion of the orbit solution with fewer stations.

Table 3.10: Limited Range-Only Orbital Errors
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Difference (m)

from truth

8 Stations 5 Stations 3 Stations

Radial

Periodics

0.6 0.6 0.4

Cross-Track

Periodics

1.7 9 15

Along-Track

Min,Max

-27,-31 -31,-33 -97,-100

Figure 3.8: Three Station Range-Only Orbital Errors
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3.1.3.2  Range and Angles

The next simulation studies included improved angular observations to supplement the limited

range observations.  The first scenario, Case 3a, consisted of adding six nights of optical tracking from

Maui with a one observation pair per minute density to the three range station case described above.

The orbital errors showed that the angular observations from only six nights of tracking was sufficient

to estimate the three range station biases accurately.  It appears that with fewer range biases to

estimate, fewer angular observations are needed to resolve the range ambiguity.  Figure 3.9 plots the

orbital errors for the three range station plus single optical station fit.

Figure 3.9: Three Range Station Plus Single Optical Station Orbital Errors

Two additional cases were considered where the tracking was limited to the three range

stations.  This time, the range data was limited to the number of observations collected by the three

stations during the eight range station scenario; in essence, the range data from the other five stations

is ignored.  In addition to the three range stations, one case (Case 3b) included two optical sites

(Albuquerque and Maui) and one (Case 3c) included a single optical sensor (Maui).  Table 3.11

contains the orbital errors for all three range station plus angles cases.  The table shows that accurate

orbits are possible when combining a single optical sensor with fewer range stations.

Table 3.11: Three Range Station Plus Angles Orbit Errors

Difference (m)

from truth

Case 3a Case 3b Case 3c

Radial

Periodics

0.2 0.4 0.7

Cross-Track

Periodics

1.9 1.1 5.5
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Along-Track

Min,Max

1.2,2.5 0,5.1 0,6.0

3.1.3.3  Single Site Range and Angles

With the success of the three range station plus angles cases, single site range and angles

orbit determination for the geosynchronous satellites was investigated.  The scenario included a single

radio transponder, Station 1, and optical sensor both located in Hawaii.  Three simulations were

performed varying the amount of range data available; all three cases included six nights of optical

tracking spanning eight hours per night and collecting an observation pair every minute.  The first case,

Case 4a, collected only the four passes (approximately 120 observations) present in the eight range

station scenario.  The second case, Case 4b, combined the Station 1 and 2 passes to collect seven

passes (approximately 210 observations).  The third case, Case 4c, lengthened the seven passes to

collect a total 775 range observations (still less than the eight station case).  In all cases, a bias was

added to the range data and estimated in the differential corrections.

Table 3.12 contains the orbital errors for the three single site cases.  Figure 3.10 plots the

orbital errors for Case 4c.  From the figure and the table, it can be seen that very accurate orbits can be

produced from the single site range and angles scenario.  Additional range data helps reduce the radial

drift and along-track run off present in some of the range and angles cases.  In Table 3.12 Cases 4a and

4b clearly contain some along-track run off.

Table 3.12: Single Site Range and Angles Orbit Errors

Difference (m)

from truth

Case 4a Case 4b Case 4c

Radial

Periodics

4.8 1.0 0.5

Cross-Track

Periodics

5.8 9.2 1.3

Along-Track

Min,Max

0,36.2 0,9.0 0,-4.6
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Figure 3.10: Single Site Range and Angles Orbit Determination Errors

3.1.3.4  Angles-Only

The next scenario was designed to determine the potential of angles-only geosynchronous

orbit determination.  Two cases were investigated.  The first reflected the primary tracking scenario of

optical sites in Albuquerque and Maui, each tracking six nights spanning the entire nine day fit span

and collecting an observation pair every minute.  The second case only utilized the optical sensor in

Albuquerque (single site angles-only geosynchronous orbit determination).  To strengthen the single

site result, a seventh day of tracking was added on January 18.  Table 3.13 contains the orbital errors for

the angles-only cases.  Figure 3.11 plots the orbital errors for the two sensor solution.

Table 3.13: Angles-Only Orbit Errors

Difference (m)

from truth

2 Optical

Sensors

1 Optical

Sensor

Radial Periodics 3.2 12.1

Cross-Track Periodics 0.8 6.7

Along-Track Min,Max 0,14.5 0,56

Figure 3.11: Two Station Angles-Only Orbit Determination Errors

For angles-only geosynchronous orbit determination to be successful, fairly long fit spans and

a wide data distribution are required.  Without range data, the angular observations have a difficult time

solving for the radial component of the satellite position in much the same way range-only solutions
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have difficulty solving for the along-track component.  This radial uncertainty leads to large along-track

run off and very poor predictions.  Through longer fit spans and data distributions, the period of the

satellite helps define its altitude.  However, the observation distribution from optical sensors is weather

dependent which makes angles-only orbit determination unreliable.  It is interesting to note that the

studies show the two optical sensor case can theoretically provide better fit accuracy than the eight

station range-only case.

3.1.3.5  Summary

In the limited range and angles studies, the results showed that as the number of range

stations decreases, the number of angular observations required to accurately solve for all range station

biases and bring the orbit determination solution accuracy to the meter level also decreases.  For a three

station range-only case, orbit errors were on the order of 100 meters; when a single optical site is added,

however, the solution accuracy is again brought to the meter level.  This indicates that the improved

angular observations allow for a reduction in the number range stations required to produce accurate

geosynchronous orbits.

An extension of this concept is single site range and angles geosynchronous orbit

determination.  Here, a single station containing both a radio transponder or other ranging system is

combined with an optical sensor providing improved angular observations.  The angular observations

resolve the along-track and cross-track components of the satellite location and replace the need for

multiple range stations to provide viewing geometry and bias estimation; The range observations

accurately resolve the altitude of the satellite.  The results are very accurate orbits from a compact, cost

effective tracking system.

Studies investigated the use of angles-only geosynchronous orbit determination.  Two optical

stations tracking the geosynchronous satellite without any range support produced orbits on the 10

meter level, but the data requirements made the angles-only option unattractive since weather may not

allow for the necessary data collection.
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3.1.4   Extension to Other Data Types

In this section, the results of the radio transponder range and angles studies are extended to

cover the SLR and GPS data types.  No further simulations or analysis are undertaken; instead, an

understanding of the effect of improved angular observations is combined with knowledge of the other

data types to discuss the role these data types could play in geosynchronous orbit determination.

3.1.4.1  SLR

The range-only studies demonstrated that the accuracy of range-only geosynchronous orbit

determination is limited by the knowledge of the range station biases or the ability to estimate those

biases.  Additionally, several stations are needed to resolve the along-track and cross-track

components of the satellites position.  If several stations are available, however, and the biases of the

range observations are well determined, range-only geosynchronous orbit determination can produce

accurate results.

Unlike most radio transponder and radar ranging systems, SLR systems are usually very well

calibrated.  Since SLR systems are used for precise orbit applications, much more care is given to the

proper calibration and understanding of the sensor characteristics than for many other data sources.

From an accuracy standpoint, SLR systems should be capable of delivering high accuracy

geosynchronous orbits.

The limitations of SLR systems in general make this scenario unlikely.  Due to the cost of SLR

systems, the number of observing stations may not be available to ensure the viewing geometry is

suitable for precise orbits or the cost of supporting the necessary number of stations could be high.

Additionally, it is unclear how many existing SLR stations are capable of ranging geosynchronous

satellites.

By supplementing a small number (one or two) SLR stations with improved angular

observations, precise orbits for geosynchronous objects may be produced with far less cost.

Combining these data sources does raise a concern about proper data weighting and the ability of the
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angular observations to impact the orbit solution in the presence of the very accurate SLR data

however.

3.1.4.2  GPS

The use of GPS data in geosynchronous orbit determination has intrigued many organizations

as cited in Section 1.6.  If a GPS receiver were placed on board a geosynchronous satellite, the range-

rate between the GPS constellation and the geosynchronous satellite should provide for far more

accuracy than ground based range-only orbit determination.  Selective availability, however, corrupts

the GPS observables enough to significantly degrade the orbit solutions.

If selective availability is not a factor, either from being turned off, differential GPS, wide area

augmentation system, or the use of a military Y-code receiver, other studies have shown that accurate

orbits can be produced using a GPS receiver on board a geosynchronous satellite.  The JPL studies

show that orbits can be produced to the 5 to 10 meter level using this technique [72].  With selective

availability on, however, the results degrade to worse than 50 meters.

Assuming some sort of method is in place to counter selective availability effects, it is not

likely worth the effort to procure an optical sensor to provide angular observations if the GPS-only

accuracy is below 10 meters.

Currently, selective availability is turned on, there is no standard wide area augmentation

system in place, differential schemes would require a GPS ground station on the opposite side of the

world from the geosynchronous satellite, and military Y-code receivers are hard to come by even in the

military.  Therefore, an optical sensor may be a sensible approach to reducing the orbit determination

accuracies to the 10 meter level or better.  Additionally, with the success of the angles-only studies,

optical sensors could be employed as back-ups and provide validation to GPS  based and autonomous

orbit determination practices.
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3.2  Space Surveillance Analysis and Results

The Space Surveillance Analysis and Results section is broken up into three subsections:

angles-only, range and angles, and real data results.  The Angles-Only section investigates the space

surveillance scenario using only angular observations in the geosynchronous orbit determination

process.  Studies investigate how the solutions change when improved angular observations are used

in place of traditional accuracy angular observations.  Additionally, studies investigate how the number

of optical stations affect solution accuracy.  The Range and Angles section investigates how improved

angular observations impact the geosynchronous orbit determination problem given a small amounts of

radar range tracking in addition to the angular data.  The real data results are based on the GOES-10

results from Reference 74 and serve to support the data simulation results.

GOES-10, at approximately 105° west longitude, is used as an example in the space surveillance

studies.  The truth orbit was created based upon the NASA/GSFC radio transponder reference orbit

provided as part of the GOES-10/Telstar-401 close approach analysis in Reference 74.

In the simulation studies, data simulations were performed to investigate the impact improved

angular observations would have on a geosynchronous space surveillance scenario.  First, studies are

performed using traditional accuracy angular observations with 10 arcseconds of noise (one standard

deviation) in right ascension and 12 arcseconds of noise in declination.  These numbers are based on

the GEODSS performance parameters in Reference 13.  Next, the studies are repeated using improved

angular observations with 1.0 arcsecond of noise in right ascension and 0.5 arcseconds of noise in

declination.  No biases were added to the data since the optical sensors should be well calibrated.  The

impact of the improved angular observations is measured in the improvement of the orbit determination

accuracy fitting to the simulated data.

Up to three optical tracking sites were considered: one in Maui, Hawaii, one in Albuquerque,

New Mexico, and one in Millstone Hill, Massachusetts.  Raven sites exist in Maui and Albuquerque

and the Millstone Hill location was contrived based on the deep space radar location.  The primary

scenario used only the Albuquerque and Maui sites.  Additional angles-only studies investigated how

the number of optical sites affect the orbit determination accuracy.
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As mentioned in Section 2.1.2 , the number of observations used was based on an assumption

of the amount of data the Raven telescopes could collect and a requirement to track over 200 objects.

All space surveillance studies assume four images are taken of an object every other night, at 3, 6, 9,

and 12 hours UTC, over the span of 20 nights (10 nights tracking total).  Each image contains two

observations pairs resulting in 80 observation pairs containing both right ascension and declination

over the 20 day fit span.  The fit is then predicted for 40 days beyond the fit span.  This results in a fit

plus predict span of 60 days and allows for over 200 objects (theoretically 288) to be tracked per optical

site.  The time of interest from the study spanned from August 19 to October 19, 1997.

As discussed in Section 2.4, three orbital theories were used: Cowell special perturbation

theory, Draper Semianalytic Satellite Theory (DSST), and a version of the SGP4/DP4 general

perturbation theory.  The Cowell propagator is the most accurate, the DSST propagator using the

Fonte-Sabol optimized input deck sacrifices some accuracy for speed, and the SGP4 propagator is far

less accurate but much faster.  By employing the three theories, the effect of the improved angular

observations can be weighed against the accuracy of the orbital theory.  When using both the Cowell

and DSST theories, a single solar radiation pressure reflectivity coefficient is estimated, in addition to

the satellite orbital elements, as part of the orbit determination process; the SGP4 theory does not

include solar radiation pressure models.

To provide dynamic mismodeling, the truth orbit was propagated, using Cowell special

perturbation theory, with an 8x8 GEM-T3 geopotential while the Cowell and DSST fits used a 4x4 JGM2

geopotential; the SGP4 theory uses a WGS-72 geopotential up to degree 4.  Table 3.14 describes the

dynamic models used in the space surveillance studies.  The satellite theories were discussed in greater

detail in Section 2.3.

It should be noted that the tracking scheduled used in this analysis was created by the author

and does not reflect any operational procedures of the US Air Force or US Space Command.

Additionally, the SGP4 model used in this analysis is the version incorporated into DGTDS by Darrell

Herriges in 1987 as part of his Masters thesis work at MIT [69].  This version of SGP4 is not the official

version of the SGP4 code used by US Space Command and has not been verified and validated by US
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Space Command.  No conclusions about the performance of the US Space Command space surveillance

operations, in any way, should be inferred from this analysis.

Table 3.14: Space Surveillance Dynamic Models

Cowell Truth Cowell Fit DSST SGP4/DP4

Geopotential 8x8 GEM-T3 4x4 JGM2 4x4 JGM2 AOG

Zonal SPG,

J22 SPG

Simplified Model

through J4 with

n=2,3 and m=2

tesseral correction

WGS-72

Third-Body Solar/Lunar

Point Masses

Solar/Lunar

Point Masses

Solar/Lunar

Point Masses in

AOG & SPG with

numerical weak

time dependence

Double Averaged

Solar/Lunar

Point Masses

to First Order

Solar Radiation

Pressure

Spherical S/C,

Single Cr

Spherical S/C,

Estimate Cr

Spherical S/C,

AOG & SPG

Estimate Cr

None

3.2.1  Angles-Only

In the angles-only studies, data simulations were performed to investigate the impact improved

angular observations would have on a geosynchronous space surveillance scenario where all tracking

is performed using optical sensors.  First, studies are performed using traditional accuracy angular

observations with 10 arcseconds of noise (one standard deviation) in right ascension and 12

arcseconds of noise in declination.  Then, the studies are repeated using improved angular

observations with 1 arcsecond of noise in right ascension and 0.5 arcseconds of noise in declination.

The impact of the improved angular observations is measured in the improvement of the orbit

determination accuracy fitting to the simulated data.  The first studies only consider optical sites in

Maui and Albuquerque, but studies are performed to investigate how the number of optical stations

affects the orbit solution accuracy.
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3.2.1.1  Traditional Angular Observations

Three fits were made to the traditional accuracy angular observations.  The first used Cowell

special perturbation theory, the second used DSST, and the third used SGP4.  Table 3.15 gives the

maximum and RMS (root mean square) errors for the three cases during the fit and predict spans.

Figures 3.12 through 3.14 plot the orbital errors from the truth orbits for the Cowell, DSST, and SGP4

cases, respectively.

Table 3.15: Traditional Angles-Only Space Surveillance Orbital Errors

Satellite Fit Fit Plus Predict

Theory RMS (m) Maximum (m) RMS (m) Maximum (m)

Cowell 678 1412 2598 8358

DSST 676 1420 1674 3974

SGP4 4658 18140 27240 88052

Figure 3.12 shows that the Cowell fit has substantial periodic errors in all three components.

During the fit and predict, the radial errors range from 700 meters to 200 meters and then grow to almost

2 kilometers during the prediction.  The cross-track periodics have amplitudes close to 400 meters.  The

majority of the error growth occurs in the along-track direction.  Aside from the periodics which grow to

4 kilometers in amplitude by the end of the prediction period, there is a nonlinear error run-off in the

along-track direction.  The majority of the along-track error growth can be attributed to the dynamic

mismodelling caused by the higher order resonance terms.
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Figure 3.12: Traditional Angles-Only Space Surveillance Cowell Orbital Errors

Figure 3.13 shows that the DSST fit looks a lot like the Cowell fit particularly in the radial and

cross-track components.  This is not unexpected since the DSST input options used produce an orbit

generator that is close in accuracy to the Cowell method.  The major difference between the Cowell and

DSST fits is the along-track run-off is not nearly as severe in the DSST case.  The along-track trend is

similar for both cases during the fit span, but the error tends back towards zero for the DSST case rather

than run-off like in the Cowell case.  No simple explanation was apparent since the DSST theory is only

modelling the geopotential up to degree and order 4  These results do not imply that the DSST orbit

generator is superior to the Cowell (the truth orbit is Cowell based so the Cowell cases should have a

slight modeling advantage) but they illustrate the point that unexpected results often arise in these
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types of studies when data is sparse.  It is possible that the error growth due to the modelling error and

the estimation error have cancelled each other out in this case.
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Figure 3.13: Traditional Angles-Only Space Surveillance DSST Orbital Errors

As seen in Figure 3.14, the orbital errors for the SGP4 case are about an order of magnitude

larger than the Cowell and DSST cases.  The radial periodics range from 4 to 2 to 10 kilometers while the

cross-track periodics range from 2 to 1 to near 4 kilometers in amplitude.  The along-track periodics are

large but are masked by the run-off in that direction which grows to nearly 90 kilometers by the end of

the fit span.  In the error plots, the effects of dynamic mismodeling can be seen in the cross-track error

growth and long periodic changes in the along-track error growth.  The magnitudes of these errors are

not unexpected due to the limitations of the satellite theory.
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Figure 3.14: Traditional Angles-Only Space Surveillance SGP4 Orbital Errors

3.2.1.2  Improved Angular Observations

The next simulation studies used improved angular observations in place of the traditional

accuracy observations.  As in the traditional accuracy studies, three fits were made to the improved

accuracy angular observations using Cowell special perturbation theory, DSST, and SGP4.  Table 3.16

gives the maximum and RMS (root mean square) errors for the three cases during the fit and predict

spans.  Figures 3.15 through 3.17 plot the orbital errors from the truth orbits for the Cowell, DSST, and

SGP4 cases, respectively.
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Table 3.16: Improved Angles-Only Space Surveillance Orbital Errors

Satellite Fit Fit Plus Predict

Theory RMS (m) Maximum (m) RMS (m) Maximum (m)

Cowell 91 234 1640 4356

DSST 87 207 660 1972

SGP4 4643 19209 28513 90840

Figure 3.15 shows that the Cowell fit to the improved angular observations has reduced the

amplitude of the periodic errors by an order of magnitude in all three components.  During the fit and

predict, the radial errors range from 70 meters to 25 meters and then grow to 200 meters during the

prediction.  The cross-track periodics have amplitudes less than 20 meters and the along-track periodics

are practically nonexistent in the presence of the along-track run-off.  Like the traditional accuracy

angles-only case, the along-track run-off is substantial and grows to over 4 kilometers by the end of the

predict span.  The improved angular observations reduce the periodic errors but appear to have little

impact on the along-track error run-off during the prediction.  This is not unexpected considering the

improved angular observations cannot account for limitations in the dynamic models.

Additional test were conducted using an 8x8 JGM2 gravity model with the Cowell propagator

to determine the role of dynamic mismodelling in the along-track error growth.  Given the space

surveillance tracking scenario, three data simulations were constructed using perfect (zero noise),

improved, and traditional accuracy angular observations.  Fits were then made to the three cases using

a 4x4 and then 8x8 JGM2 geopotential.  The results showed that the along-track error was greatly

reduced when the 8x8 geopotential model was used.  Table 3.17 summarizes these results.  It appears

that the dynamic mismodelling results in 3.7 km of the along-track error for all three cases.

Table 3.17: Dynamic Modelling and Maximum Along-Track Errors

Observations 4x4 Geopotential 8x8 Geopotential

Perfect 3.78 km 0.10 km

Improved 4.36 km 0.68 km

Traditional 8.33 km 4.65 km
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Figure 3.15: Improved Angles-Only Space Surveillance Cowell Orbital Errors

It should be noted that the maximum along-track errors presented in Table 3.17 are a

combination of the along-track error run-off and the periodic errors; this is why the traditional angular

observation maximum errors are considerably worse than the other two cases.  The mean along-track

error for the traditional angular observations 8x8 case was around 1 kilometer.  Looking at the mean

along track error for the three 8x8 cases indicates that the more accurate angular observations do, in

fact, reduce the along-track error growth.
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Figure 3.16: Improved Angles-Only Space Surveillance DSST Orbital Errors

Figure 3.16 shows that the DSST fit, once again, looks a lot like the Cowell fit particularly in the

radial and cross-track components.  The major difference between the Cowell and DSST fits is the

along-track run-off back towards zero and begins to run-off in the opposite direction.  Like the Cowell

case, the improved angular observations greatly reduce the periodic errors in all three components but

do not appear to help the along-track run-off in the presence of significant dynamic mismodelling.
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Figure 3.17: Improved Angles-Only Space Surveillance SGP4 Orbital Errors

Figure 3.14 and Figure 3.17 are not identical.  As seen in the plots and by the RMS and

maximum errors in Tables 3.15 and 3.16, the improved angular observations have little effect when

coupled with the low accuracy SGP4 propagator.  This is not at all surprising given that the errors in the

satellite theory over the 20 day fit span are comparable to the errors in the traditional angular

observations.  An analogy is entering numbers into a computer; it doesn't matter if you type in 20 or 200

significant digits if the computer can only hold 16 because 16 is all you are going to get out of it.
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3.2.1.3  Number of Stations

The next set of angles-only simulation studies focused on changing the number of optical

stations.  Only the Cowell cases were run, but in addition to the two optical station case, one and three

optical station cases were investigated.  In all cases, the number of observations was kept the same.

For the one station case, all images were taken from the Albuquerque optical site.  For the two station

case, two images were taken from Albuquerque and two images were taken from the Maui station each

night of tracking.  When three stations were used, two images were taken from Albuquerque and one

image was taken from each of the Maui and Millstone Hill sites each night of tracking.

Table 3.18 gives the RMS (root mean square) and maximum orbital errors over the fit and

predict span for the three cases using improved angular observations.  The table shows that there is

only a small improvement when going from one to three optical stations given the same number and

data distribution.  Cases run with traditional accuracy angular observations provided the same

conclusions.

Table 3.18: Number of Stations and Angles-Only Space Surveillance Orbital Errors

Number of Fit Fit Plus Predict

Optical Stations RMS (m) Maximum (m) RMS (m) Maximum (m)

1 100 264 1684 4520

2 91 234 1640 4356

3 92 244 1652 4390

It was hoped that the three station case might improve the orbital accuracy significantly since

three optical stations should be able to get a better altitude fix through triangulation.  Perhaps the

greatest advantage to more stations would be to provide more observations and a wider data

distribution.  Perhaps if three sites were tracking simultaneously, the orbit solutions would show more

improvement.  These additional studies were not pursued.  Multiple stations do provide protection

against foul weather, however.  Weather effects on optical satellite tracking was not taken into account

in the space surveillance simulation studies.
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3.2.1.4  Summary

From the angles-only results, the value of improved angular observations can be seen in the

reduction of periodic errors in the orbit determination solutions when using a high accuracy satellite

theory such as Cowell special perturbations or DSST.  When coupled with a low accuracy satellite

theory such as the DGTDS version of SGP4, the improved angular observations had no impact on the

results.  Even when using high accuracy theories, however, the improved angular observations do not

appear to reduce the along-track error run-off in the orbit prediction in the presence of significant

dynamic mismodelling;  when an 8x8 geopotential is used, the improved angular observations do help

reduce the along-track error growth.  If the studies were limited to the fit spans, the improved angular

observations could increase the solution accuracy by an order of magnitude.  The nature of the space

surveillance studies required the consideration of long predictions.  By utilizing more optical sensors,

perhaps the long predictions could be avoided.  The improved angular observations do increase the

overall orbit solution accuracy even when taking the prediction into account; the improvement is most

significant during the fit and early prediction.

Additional studies showed that the number of optical tracking stations have little impact on

the accuracy of the results if the number of observations and data distributions are kept equal.  The

greatest contribution increasing the number of stations may be able make is increasing the number of

available observations, reducing the prediction spans, and providing insurance against foul weather.
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3.2.2  Range and Angles

The space surveillance range and angles studies mirrored that of the angles-only traditional

and improved angular observation studies with the exception that a single pass of radar data was added

to the range and angles simulations.  All studies considered optical sites in Maui and Albuquerque and

a deep space radar located in Millstone Hill.  The radar contributed one pass of range data to the

simulation studies over the 20 day fit span.  The radar pass collected a range value every 30 seconds

over 1.5 minutes on August 19, 1997 for a total of four radar range observations.  Random noise was

added to the range observations based on the observed values from the Millstone Hill deep space radar

in Reference 74.  Like the optical data, no biases were added to the radar range data since calibrating

such a sensor should not be difficult given the ability to track objects with well known positions like

GPS satellite.  The impact of the improved angular observations is measured in the improvement of the

orbit determination accuracy fitting to the simulated data.

3.2.2.1  Traditional Angular Observations

Following the angles-only approach, three fits were made to the range and traditional accuracy

angular observations.  The first used Cowell special perturbation theory, the second used DSST, and

the third used SGP4.  Table 3.19 gives the maximum and RMS (root mean square) errors for the three

cases during the fit and predict spans.  Figures 3.18 and 3.19 plot the orbital errors from the truth orbits

for the Cowell and DSST cases, respectively.

Table 3.19: Range and Traditional Angles Space Surveillance Orbital Errors

Satellite Fit Fit Plus Predict

Theory RMS (m) Maximum (m) RMS (m) Maximum (m)

Cowell 741 1449 1063 2615

DSST 749 1471 2681 7552

SGP4 5069 17768 27806 88994
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Figure 3.18: Range and Traditional Angles Space Surveillance Cowell Orbital Errors

Like the angles-only case, Figure 3.18 shows that the Cowell fit has substantial periodic errors

in all three components.  During the fit and predict, the radial errors range from 180 meters to 90 meters

and then grow to 800 meters during the prediction.  The cross-track periodics have amplitudes of 800

meters which is unexpected since the angles-only cross-track errors were only on the order of 400

meters.  The along-track error growth is much better behaved in the range and angles case.  Much like

the DSST angles-only cases, the along-track error curves back toward zero rather than run-off.
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Figure 3.19: Range and Traditional Angles Space Surveillance DSST Orbital Errors

Figure 3.19 shows that the DSST fit again follows the Cowell fit particularly in the radial and

cross-track components.  In this case the along-track error growth has a substantial run-off unlike in the

Cowell case.  Again, it is believed this is due to higher order tesseral resonance terms not included in

the fit models.  For both the Cowell and DSST range and angles cases, the only improvement that can

be clearly identified over the angles-only cases is the reduction in the magnitude of the radial and

along-track periodics but these are countered by the unexplained increase in the cross-track periodics;

the RMS and maximum values of the range and traditional angles cases is comparable to the traditional

angles-only cases.
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The orbital errors for the SGP4 case are also very similar to the angles-only cases.  Again, the

magnitudes of these errors are not unexpected due to the limitations of the satellite theory.

3.2.2.2  Improved Angular Observations

The next simulation studies used improved angular observations in place of the traditional

accuracy observations.  As in the previous space surveillance studies, three fits were made to the

improved accuracy angular observations using Cowell special perturbation theory, DSST, and SGP4.

Table 3.20 gives the maximum and RMS (root mean square) errors for the three cases during the fit and

predict spans.  Orbital error plots are not given since the error histories are almost identical to the

improved angles-only cases shown in Figures 3.15 through 3.17.  The only exception is that the along-

track run-off for the Cowell and DSST cases are both closer to 3 kilometers by the end of the prediction

span as Table 3.18 indicates.

Table 3.20: Range and Improved Angles Space Surveillance Orbital Errors

Satellite Fit Fit Plus Predict

Theory RMS (m) Maximum (m) RMS (m) Maximum (m)

Cowell 65 146 1429 3584

DSST 94 202 1071 3048

SGP4 5101 22093 29012 91106

The Cowell fit to the improved angular observations has reduced the amplitude of the periodic

errors by an order of magnitude over the traditional angular observations in all three components.

During the fit and predict, the radial errors range from 2 meters to 500 meters during the prediction.  The

cross-track periodics have amplitudes of 34 meters and the along-track periodics are practically

nonexistent in the presence of the along-track run-off.  While the along-track error is very small during

the fit, as indicated by the relatively small errors listed in Table 3.20, the along-track run-off grows to 3.5

kilometers by the end of the predict span.  The Cowell range and angles cases introduce a new novelty

where the case with the improved angular observations actually has a larger along-track run-off than
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the traditional angles case.  This is unexplained but could be a result of the error growth due to the

estimation error and the error growth due to the dynamic mismodelling cancelling each other out..

The DSST fit looked a lot like the Cowell fit in all components with the exception of the

direction of the along-track drift illustrated in Figures 3.15 and 3.16.  Like the Cowell case, the improved

angular observations greatly reduce the periodic errors in all components and the improved angles also

reduced the along-track run-off for the DSST case.  There is no improvement over the improved angles-

only case.

The SGP4 results were almost identical to the traditional angles-only, improved angles-only,

and range and traditional angles cases and do not require further discussion.

3.2.2.3  A Second Range Pass

Since the single radar range pass had minimal affect on the space surveillance results, an

additional pass was added on August 29, 1997.  The second pass was similar to the first in that it lasted

only 1.5 minutes and produced four range observations.  Fits were made to the range and traditional

accuracy angular observations and range and improved angular observations using the Cowell and

DSST theories.  Table 3.21 list the RMS and maximum orbital errors for the DSST cases; the Cowell

cases produced very similar results.  Figure 3.20 plots the orbital errors for the additional range and

traditional angles DSST case and Figure 3.21 plots the orbital errors for the additional range and

improved angles DSST case.

Table 3.21: Additional Range and Angles Space Surveillance DSST Orbital Errors

Angular Fit Fit Plus Predict

Observations RMS (m) Maximum (m) RMS (m) Maximum (m)

Traditional 449 761 1182 2892

Improved 90 193 1113 2961
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Figure 3.20: Additional Range and Traditional Angles Space Surveillance DSST Orbital Errors

The second range pass provides a great deal of improvement over the traditional angles-only

and range and traditional angles cases.  The radial periodics are reduced from up to a kilometer to 60

meters.  The cross-track periodics are still large and near 600 meters in amplitude, but this is still an

improvement over the other traditional angles cases.  The along-track run-off also shows a reduction in

the periodic errors and is almost indistinguishable from the improved angular observation cases.  This

is not totally unexpected since the additional range data help provide an accurate fix on the orbital

altitude and reduces the radial error which maps into along-track improvements as well.
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Figure 3.21: Additional Range and Improved Angles Space Surveillance DSST Orbital Errors

Adding the second range pass to the improved angular observations makes little difference.

Figure 3.21 shows very similar error trends as the other improved angular cases (recall Figure 3.16).

Comparing the additional range and traditional angles case in Figure 3.20 to the additional range and

improved angular observations in Figure 3.21 shows the only real improvements are in the radial and

cross-track periodics.  While this results in a large fit span improvement, these effects are relatively

small in comparison to the along-track run-off over the predict span.
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3.2.2.4  Summary

The range and angles space surveillance cases supported the conclusions of the angles-only

space surveillance studies: the improved angular observations greatly reduce periodic errors in all

components of satellite position when the observations are coupled with an accurate satellite theory.

This produces near an order of magnitude improvement in the fit span accuracy but along-track run-off

errors due to dynamic mismodelling still corrupt the solutions to a great extent.  If additional range data

is added to the problem, the ivalue of the improved angular observations is reduced since the high

accuracy range observations help resolve the periodic errors when using traditional accuracy angular

observations.  Over the prediction span, the additional range plus traditional angles solution accuracy

is as accurate as the additional range plus improved angles solutions.  During the fit and early

prediction, however, the errors in the improved angles orbits are considerably smaller than the

traditional angles based orbits, and the improvement is most evident in the cross-track direction.  The

reduction of the periodic has significance in the geosynchronous and near-geosynchronous debris

tracking and prediction example of a space surveillance application since the solution error ellipsoid

used in collision probabilities would be narrowed by the use of the improved angular observations.

3.2.3 Real Data Analysis

While sufficient real data was not available to replicate the data simulation results, results of

the real data analysis of the Telstar-401/GOES-10 close approach, the first orbit determination

application of the Raven sensor in Albuquerque, do support the data simulation conclusions.  Those

results, from Reference 74, are presented here.

Section 2.4.2 outlined the real data available for the analysis.  Accurate information regarding

the noise and bias characteristics of the tracking sensors was not available and there was insufficient

data to estimate the bias parameters adequately; therefore, the GSFC GOES-10 reference orbit was used

to calibrate the observing sensors.  The assumption here was that the errors in the GOES-10 reference

orbit were small in comparison to the system biases.  The biases found by comparing the observation to
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the GSFC reference orbit were applied during the estimation process and the standard deviations of the

observation types were used as weights.

To evaluate the performance and value of the improved angular observations in the

geosynchronous orbit determination process, the GOES-10 observations were processed in the

combinations outlined in Table 3.22.  In the table, SSN represents the Millstone Hill radar site, VTA

represents the Albuquerque Raven site, and RME represents the Maui Raven site.  The VTA and RME

only combination (without the SSN data) was not investigated since the satellite altitude could not be

resolved with only one day of angles-only data.

Table 3.22: GOES-10 Orbit Determination Data Cases

Case 1 all data (SSN + VTA + RME)

Case 2 SSN data only

Case 3 SSN and VTA data

Case 4 SSN and RME data

For most runs, bias parameters were not estimated, the solar radiation pressure reflectivity

coefficient was not estimated (the one corresponding to the GSFC reference orbit, along with the area

and mass, was used), and the data weights were determined from the calibration run.  Some additional

analysis occurred where range bias parameters and/or reflectivity coefficient were estimated, and

different data weights were tried; these did not have an impact on the results.  In all cases, the Cowell

special perturbations theory propagator was used with an 8x8 JGM2 geopotential, Solar/Lunar point

mass effects, and a spherical satellite solar radiation pressure model.

At the end of each differential correction, the estimated state was propagated ahead to August

27, 1997 (one day past the predicted close approach).  This orbit was then compared to the GSFC GOES-

10 reference orbit.  Again, the assumption is that the errors contained in the GOES-10 reference orbit are

smaller than the errors in the orbit produced by the Raven and SSN data.  The results and conclusions

of the Raven performance presented are based upon these orbit differences.  It is understood that the
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GSFC GOES-10 reference orbit contains errors and that the differences presented here are not strict orbit

errors.

Table 3.23 contains the orbit differences between the GSFC GOES-10 reference orbit and the

four orbit determination cases studied.  Figures 3.22 through 3.25 plot the radial, cross-track, and along-

track differences over the fit and predict period between the GSFC GOES-10 reference orbit and the

orbits we produced for Cases 1-4, respectively.

Table 3.23: Orbit Differences from GSFC GOES-10 Reference Orbit

Radial (R) Cross-Track (XT) Along-Track (AT) Max. Position Diff.

Case 1

(SSN,VTA,RME)

-22 m bias +

25 m periodic

3 m periodic -500m to 1200 m

(+250 m/day drift)

1229 m

Case 2

(SSN)

-23 m bias +

225 m periodic

2243 m periodic -500m to 1200 m

(+250 m/day drift)

2518 m

Case 3

(SSN,VTA)

-23 m bias +

14 m periodic

201 m periodic -500m to 1200 m

(+250 m/day drift)

1235 m

Case 4

(SSN,RME)

-23 m bias +

20 m periodic

47 m periodic -500m to 1200 m

(+250 m/day drift)

1241 m

Figure 3.22: Case 1 Orbit Differences to GSFC GOES-10 Reference Orbit
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Figure 3.23: Case 2 Orbit Differences to GSFC GOES-10 Reference Orbit

Figure 3.24: Case 3 Orbit Differences to GSFC GOES-10 Reference Orbit

Figure 3.25: Case 4 Orbit Differences to GSFC GOES-10 Reference Orbit

From Table 3.23 and Figures 3.22 to 3.25, common trends can be observed.  Most notably, each

solution has a radial offset of -22 to -23 meters which results in an along-track drift of roughly 250

meters/day.  This radial offset is likely due to three related sources:

• reference orbit error

• range bias error
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• estimation error

From the results, it can be determined that the short arc of Raven angular observations has little impact

on the radial component of the solution.  This is not unexpected since a short arc of angular

observations was not sufficient to resolve significant radial errors (on the order of kilometers) without

the use of range data.

The areas in which the most significant differences are seen are the periodic differences.  Case

1, where data from all three stations was used, shows excellent agreement with the GSFC reference orbit.

Case 2 has large differences, most significantly in the cross-track direction.  Cases 3 and 4 show a great

deal of improvement over Case 2 but do not match the agreement of Case 1.

The improvement in periodic errors are consistent with the space surveillance data simulations.

In the presence of high quality range data, a relatively small number of angular observations help

reduce the periodic errors in all components but do not affect the along-track run-off.  One could argue

that the cases with the Raven data have more viewing stations and more observations, but the

simulation and real data results still indicate that the improved angular observations do play a major role

in reducing the periodic errors.

The mission support simulation analysis determined that improved angular observations help

reduce any bias or radial ambiguity in range data and subsequently reduce along-track errors.  There are

two major differences between the mission support cases and the GOES-10 real data cases: one, the

mission support cases assumed more accurate angular observations, and two, the mission support

cases showed that a large amount of angular data is required to outweigh the high accuracy range

observations.  In the GOES-10 real data analysis, only a handful of angular observations were available

over a short arc and there was not enough angular information to estimate a range bias effectively.
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4.1  Conclusions

Many of the conclusions have been presented in the summary subsections of the Results

chapter.  They are presented again in this chapter to provide a final overview and summary of the

findings of this research.

4.1.1  Mission Support

The mission support analysis focused on understanding the limitations of range-only

geosynchronous orbit determination.  Then, simulation studies were performed to investigate the use of

improved angular observations with an extensive range tracking network.  Next, the extensive range

tracking network was reduced and even eliminated to see if optical sites producing improved angular

observations could reduce the number of tracking stations required to generate accurate

geosynchronous orbit solutions.  All simulation studies were based on real data acquisitions for a

geosynchronous satellite.  The validity of the simulations was tested by comparing real data range-only

solutions to simulated results with great success.

From the range-only studies, it was observed that the reported bias values of the range

stations are accurate to the several meter level at best.  All range biases can only be estimated for

inclined orbits, and that still leaves up to several meters of uncertainty in the solutions.  Not choosing

to solve for one or more biases is limited by the error in the unestimated biases which can lead to fairly

large orbital errors.  Under all circumstances it was found that small errors in the range observations

lead to significant along-track errors in the orbit solutions.  Thus, the range-only solutions are limited

by the accuracy of the range sensor calibration or the ability to solve for the sensor biases.  If the

biases are very well known, the range-only solution has proven to be quite accurate; however, for the

9° inclination case presented, the calibration is poor and estimating biases has proven to deliver orbits

only to the 30 meter level and possibly much worse for lower inclination cases.

In the extensive range and angles cases, it was shown that improved angular observations

help resolve the range bias ambiguity present in the range-only cases.  With the angular observations,

all range biases can be effectively estimated; this includes low inclination cases.
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The studies show that eight nights of optical tracking is desirable over the nine day fit span to

support bias estimation for the eight station range tracking network.  This implies that two optical

stations are needed to produce high accuracy orbits.  However, the desired density (2 minutes per

observation pair), allows the tracking sites to track two satellites.  Thus, two satellites could

conceivably share two optical sensors with better results than each satellite monopolizing single optical

sensors.

In addition to helping estimate range biases over longer fit spans, the additional angular data

allows for accurate orbital solutions over short fit spans, two days was demonstrated, which is valuable

for post-maneuver orbit solutions and cases where the long term dynamics are not well modeled.

In the limited range and angles studies, the results showed that as the number of range

stations decreases, the number of angular observations required to estimate all range station biases

accurately and bring the orbit determination solution accuracy to the meter level also decreases.  For a

three station range-only case, orbit errors were on the order of 100 meters; when a single optical site is

added, however, the solution accuracy is again brought to the meter level.  This indicates that the

improved angular observations allow for a reduction in the number range stations required to produce

accurate geosynchronous orbits.

An extension of this concept is single site range and angles geosynchronous orbit

determination.  Here, a single station containing both a radio transponder or other ranging system is

combined with an optical sensor providing improved angular observations.  The angular observations

resolve the along-track and cross-track components of the satellite location and replace the need for

multiple range stations to provide viewing geometry and bias estimation; The range observations

accurately resolve the altitude of the satellite.  The results are very accurate orbits from a compact, cost

effective tracking system.

Studies investigated the use of angles-only geosyncrhonous orbit determination.  Two optical

stations tracking the geosynchronous satellite without any range support produced orbits on the 10

meter level, but the data requirements made the angles-only option unattractive since weather may not
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allow for the necessary data collection.  Angles-only geosynchronous orbit determination could

provide an effective validation or redundancy to GPS-based autonomous orbit determination.

A major assumption in all of the mission support simulation studies was that the angular data

contained no biases.  It is believed that biases in the optical sensors should be well determined since

the sensors can track objects with well known positions, such as reference stars or GPS satellites.  It is

unclear to what level the biases will be known.  The range and angles orbit determination cases will thus

be limited by the accuracy of the optical sensor calibration.  If the optical sensors are calibrated to the

0.05 arcsecond level, this would result in an approximate 10 meters of error in the orbit solutions.

4.1.2  Space Surveillance

The space surveillance studies focused on the how improved angular observations increase

orbit determination accuracy over solutions obtained with traditional angular observations.  GOES-10

was used as an example since real data was available to support the simulation study results.  Three

orbit propagators, Cowell special perturbations, Draper Semianalytic Satellite Theory (DSST), and an

unofficial version of SGP4 present in Draper GTDS, were combined with a tracking schedule designed to

track over 200 objects per optical site to form a space surveillance scenario meant to represent a

fictitious geosynchronous and near geosynchronous debris tracking campaign.  First, an angles-only

scenario was investigated with up to three optical sites.  Then, studies included one and two passes

from a deep space radar to supplement the angular data.  It should be noted that the space surveillance

studies presented here are of the author's creation and in no way reflect the operational practices or

performance of the US Air Force or US Space Command.

From the angles-only results, the value of improved angular observations can be seen in the

reduction of periodic errors in the orbit determination solutions when using a high accuracy satellite

theory such as Cowell special perturbations or DSST.  When coupled with a low accuracy satellite

theory such as the DGTDS version of SGP4, the improved angular observations had no impact on the

results.  Even when using high accuracy theories, however, the improved angular observations do not

appear to help reduce the along-track error run-off in the orbit prediction when the run-off is caused by
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dynamic modelling errors; when the dynamic modelling error is reduced, the improved angular

observations appear to help the along-track run-off as well.  If the studies were limited to the fit spans,

the improved angular observations could increase the solution accuracy by an order of magnitude.  The

nature of the space surveillance studies required the consideration of the predictions.  By utilizing more

optical sensors, perhaps the long predictions could be avoided.  The improved angular observations do

increase the overall orbit solution accuracy even when taking the prediction into account; the

improvement is most significant during the fit and early prediction.

Additional studies showed that the number of optical tracking stations have little impact on

the accuracy of the results if the number of observations and data distributions are kept equal.  The

greatest contribution increasing the number of stations may be able make is increasing the number of

available observations, reducing the prediction spans, and providing insurance against foul weather.

The range and angles space surveillance cases supported the conclusions of the angles-only

space surveillance studies: the improved angular observations greatly reduce periodic errors in all

components of satellite position when the observations are coupled with an accurate satellite theory.

This produces near an order of magnitude improvement in the fit span accuracy but along-track run-off

errors still corrupt the solutions to a great extent.  If additional range data is added to the problem, the

increase in accuracy is reduced since the high accuracy range observations help resolve the periodic

errors when using traditional accuracy angular observations.  Over the prediction span, the additional

range plus traditional angles solution accuracy is as accurate as the additional range plus improved

angles solutions.  During the fit and early prediction, however, the errors in the improved angles orbits

are considerably smaller than the traditional angles based orbits, and the improvement is most evident

in the cross-track direction.  The reduction of the periodic has significance in the geosynchronous and

near-geosynchronous debris tracking and prediction example of a space surveillance application since

the solution error ellipsoid used in collision probabilities would be narrowed by the use of the improved

angular observations.

Real data analysis showed improvement in periodic errors consistent with the space

surveillance data simulations.  In the presence of high quality range data, a relatively small number of
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angular observations help reduce the periodic errors in all components but do not affect the along-track

run-off.

4.2  Future Work

Future work possibilities include areas of research that would be beneficial to the development

and application of optical sensors producing improved angular observations and areas of research that

could improve geosynchronous orbit determination.  There are four areas of natural continuation for

this research:

• further simulation studies

• Raven development

• real data analysis

• GPS studies

The following subsections discuss these future work possibilities.

4.2.1  Further Simulation Studies

The results presented here have lead to fairly strong conclusions but many of the cases have

shown some uncertainty which serves to cloud the trends.  Recall the mission support cases

investigating the desired density of the optical observations;  conclusions can be drawn from Figure 3.5

but there is uncertainty in the true nature of the error growth with moderate density (5-10 observation

pairs per minute) optical observations.  Recall the space surveillance cases where either the Cowell

results or the DSST results would contain significant along-track run-off while the other would not

despite both theories having similar accuracy attributes.  Further Monte Carlo style data simulation

studies would help reduce the impact of the unexpected results.  GTDS is not currently set up for

Monte Carlo data simulations.
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Additional data simulations could also target the space surveillance studies.  The results

presented here are not representative of any real world space surveillance systems.  To measure the

value of the improved angular observations, a realistic scenario should be emulated.

All conclusions presented here are only applicable to geosynchronous orbits.  Further studies

could target other orbit regimes such as the highly eccentric, high altitude orbits, supersynchronous

orbits, and heliocentric orbits.  The range-only limitations demonstrated for geosynchronous orbits may

not be present for these orbit classes but obtaining range data for these objects may be more difficult,

particularly for space surveillance applications.

In addition to strictly numerical studies, analytic approaches could be taken to investigate the

value and use of the improved angular observations in geosynchronous orbit determination.  Reference

82 outlines a methodology that could be applied in this manner.

4.2.2  Raven Development

The results presented in this work are valid for any optical sensor; however, the Raven optical

sensor has already demonstrated that it can deliver very accurate angular observations.  The Raven

sensor has not fulfilled its potential and there are several areas that need to be addressed in the

development of the system.  First and foremost, the image processing problems that produce the

systematic errors in the observations, demonstrated in Section 2.4.1.2, must be corrected.  That would

allow for the calibration and real data analysis to continue.

The calibration effort should be able to identify sources of error in the Raven system.  Once

identified, steps could be taken to eliminate the sources of error.  Two known sources of error include

the streak endpoint detection and the star catalog.  Improving streak endpoint detection will take a great

deal of analysis and, likely, trial and error.  New star catalogs are currently being developed that are

considerably more accurate than the Hubble Guide Star Catalog currently implemented in the astrometry

calculations.

The Raven team in Maui are also discussing different ways of how the Raven tracks.

Currently, images are taken while the telescopes tracks sidereally.  Thus the stars appear as points in
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the images and the satellites appear as streaks.  A disadvantage of this approach is that the

imperfections in the telescope motion translate into nonlinearities in the satellite streak and stars that

are not as focused as they could be.  An alternative would be to take images while the telescope is

stationary, sometimes called stare mode or ballistic mode; here, the stars would appear to be streaks in

the image due to the rotation of the Earth and the satellite may also appear to be a streak depending on

its relative motion to the ground station.

4.2.3  Real Data Analysis

As discussed in Section 2.4, many Raven images have been collected but are unusable due to

the Raven image processing problems.  Once the image processing problems are corrected, a great deal

of real data analysis will be possible.  First, a calibration campaign will have to be completed using the

several nights of GPS data collected.  This should define the biases of the Raven sensor and help

identify error sources and areas of future improvement.

Once the calibration is completed, analysis can take place using the data collected on the

geosynchronous satellite the mission support studies are based on.  These studies should validate the

conclusions drawn in this analysis.

Further real data analysis could investigate the use of filters to better handle the daily

momentum dumps performed by this satellite.  Studies of this nature could also advance the techniques

of geosynchronous orbit determination in much the same way the TOPEX/Poseidon has advanced the

knowledge of low Earth orbit determination.
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4.2.4  GPS Studies

Many references have been given regarding the use of GPS signals in the geosynchronous

orbit regime.  These studies have been fairly limited in scope, however.  Further studies in GPS

applications to geosynchronous orbit determination could include differential GPS approaches and

scenarios involving pseudolites.  Most of the previous studies, aside from the GPS-Like or GPS

Enhanced Tracking demonstrated by JPL, have lacked the innovation shown in many of the TOPEX

studies.

In addition to GPS-only studies, investigations could be undertaken to determine if the GPS

signals could be supplemented with other data sources, such as improved angular observations, to

improved results.  GPS receiver-on-board studies have shown there is error in the orbit solutions,

particularly when SA is present, that the improved angular observations may be able to reduce.
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A.  GPS to Geosynchronous Visibility

In the preceding discussions, the use of a GPS receiver on board a geosynchronous satellite for orbit determination

purposes was mentioned without regards to the availability of GPS signals to satellites in the geosynchronous regime.  In this

section, a simple approach is taken to determine the observability of the GPS constellation to the geosynchronous regime.

Figure A.1 shows the geometry of the GPS to GEO observability problem.  GPS satellite broadcast their signals in a

cone extending 21.4 degrees from nadir [51].  Thus, signals can be received by geosynchronous satellites when GPS satellites

are transmitting from the opposite side of the Earth as long as the angle between the GPS satellite nadir and the

geosynchronous satellite is less than 21.4 degrees.  This is shown as Point 2 in Figure A.1.  Even if the broadcast cone

geometry is met, the signals may still be blocked or distorted by the Earth and atmosphere; thus, further restrictions are placed

on the observability of the GPS constellation to the geosynchronous regime.  This is denoted by Point 1 in Figure A.1.  If the

angle between the GPS satellite nadir is less than 21.4 degrees and sufficiently large enough for the signal to not be distorted

by the atmosphere, the GPS signal is observable to the geosynchronous satellite.  The arc between Points 1 and 2 illustrate this

is Figure A.1.  In 3-D, this arc rotates into an annulus of visibility.

Earth and  
Atmosphere

GEO Satellite

GPS Orbit

1

2

21.4 deg

Figure A.1:  GPS to GEO Observability Geometry

These constraints can be put into mathematical terms using dot products.  Figure A.2 shows the GPS to GEO

observability constraint geometry for Point 1.
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Figure A.2:  GPS to GEO Observability Geometry Constraint 1

For GPS visibility we, want θ greater than θcritical where θcritical is determined by the radius of the Earth and

atmosphere:

(3)

Since the extent of the atmosphere is a known or assumed quantity, we can put cos(θ) in terms of the GPS and geosynchronous

satellite's position vectors:

(4)

If we want θ greater than θcritical, then that means we want cos(θ) less than cos(θcritical) for visibility.  In terms of satellite

position vectors, this leads to the following constrain for GPS to GEO visibility:

(5)
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The second constraint depends on the geosynchronous satellite being within 21.4 degrees of the GPS satellite nadir

direction.  Figure A.3 shows the observation geometry constraint represented by Point 2 in Figure A.1.

Rgeo

Rgps Rstsβ

Figure A.3:  GPS to GEO Observability Geometry Constraint 2

For GPS visibility we, want β less than βcritical where βcritical is the divergence angle of the GPS broadcast signal (21.4

degrees).  If β is less than βcritical , then cos(β) is greater than cos(βcritical).  Using the definition of a dot product, cos(β) can be

expressed in terms of the satellite position vectors:

(6)

Therefore, the second observability geometry constraint can be expressed as:

(7)

If both equations (5) and (7) are satisfied, the geosynchronous satellite at position Rgeo is in view of the GPS satellite

at position Rgps.
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If we assume a geosynchronous satellite is truly geostationary, the satellite coordinates would not change in an  Earth

Centered, Earth Fixed (ECEF) rotating reference frame.  We can then make assumptions about the altitude of the

geosynchronous satellite, the altitude of the distorting atmosphere, and use IGS Precise Orbit Ephemerides (POE's) to determine

the visibility of the geostationary point to the GPS constellation over the course of a day (more information about the IGS POE's

and where they are publicly available is in Appendix B).

This was done for a variety of geostationary points for August 20, 1996 with the geostationary altitude set to 42,240

km.  Two atmospheric radii were used: 6,700 km and 8,000 km.  The 8,000 km atmosphere radius is a conservative estimate used

if only a single frequency were observed and atmospheric effects could not be differenced out.  The 6,700 km atmosphere

radius is a less conservative estimate aimed at dual frequency GPS signals where atmospheric effects can be eliminated through

a linear combination of the two frequencies.

Table A.1 shows the average number of GPS satellites visible to various points in the geostationary ring for both

values of atmospheric radius.  The amount of atmospheric signal masking makes a large difference in the average number of

visible satellites.  Figures A.4 and A.5 plot this information.

Table A.1:  Average Number of GPS satellites Visible to the Geostationary Ring

Longitude (•) Ratm=6700 km Ratm=8000 km

0 1.01 0.59

30 1.04 0.61

60 0.92 0.56

90 0.99 0.55

120 0.90 0.58

150 1.01 0.57

180 1.01 0.62

210 0.89 0.56

270 0.99 0.59

300 0.98 0.61

330 0.90 0.59

360 1.01 0.59

Average 0.97 0.59
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Figures A.6 and A.7 show the number of GPS satellites visible to the 0 degree longitude location on the geostationary

belt over one day.  Figure A.6 uses an atmosphere radius of 6,700 km, and Figure A.7 uses 8,000 km.  These results are

consistent with those presented in References 51, 52, and 53.
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Figure A.4:  Average GPS to GEO Observability for an Atmosphere Radius of 6,700 km
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Figure A.5:  Average GPS to GEO Observability for an Atmosphere Radius of 8,000 km
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Figure A.6:  GPS to 0 Degree GEO Observability for an Atmosphere Radius of 6,700 km
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Figure A.7:  GPS to 0 Degree GEO Observability for an Atmosphere Radius of 8,000 km

Even though this is a simple analysis, it can be seen that on average, the opportunity to collect GPS observables on

board a geosynchronous satellite exists.  While the data flow may not be continuous, it is believed that enough data will be

available to perform accurate orbit determination, particularly when combined with improved angular observations.
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B.  IGS GPS Precise Orbit Ephemerides

The IGS (International GPS Service for Geodynamics) has seven operational analysis centers which produce high

accuracy GPS satellite orbits on a daily basis [58].  At the end of each GPS week, the results of the seven analysis centers are

combined to generate the best possible orbit.  These combined orbits are reported to be generally better than 20 cm 3-D RSS

[59].  A summary file is also produced at the end of the week which reports the accuracy of the given orbits from each analysis

center and the combined orbit.  Earth rotation files are also produced to describe the body fixed ITRF (International Terrestrial

Reference Frame) coordinate system the orbits are based in.  The Earth rotation files are essential for the proper transformation

of the orbits from the ITRF to the pseudo-body fixed coordinated system used with GTDS and to inertial coordinate systems.

The combined data products are issued under the analysis center name of IGS (rapid orbits are given under the name of IGR

and predicted orbits are given by IGP).

These products are made available for public distribution on a variety world wide web and ftp sites.  Two useful sites

are described:

1) JPL's IGSCB machine

2) Germany's IfAG GIBS web site

NASA Goddard's CDDIS site is a another option but anonymous ftp is not available.

The JPL ftp site is:

igscb.jpl.nasa.gov

and the directory for the precise and combined orbits is:

igscb/product/####/

where #### is the GPS week.  Additional information regarding the JPL IGSCB site is available in the igscb  directory.

The IfAG site contains a great deal of GPS and GLONASS information and is located at:
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http://gibs.leipzig.ifag.de/Welcome_en.html

The data is stored in the Standard Product #3 (SP3) format.  The precise orbit file naming convention is as follows:

Letters Description

1-3 Analysis Center

4-7 GPS Week Number

8 Day of Week (0=Sunday, 1=Monday, etc.)

A '.sp3' extension follows.  The summary files have 7 for the day of week and a '.sum' extension.  The Earth rotation parameter

files also have 7 for the day of week and a '.erp' extension; these files will be referred to as ERP files in this document.

The SP3 files contain ECEF GPS position data every 15 minutes of GPS time for all GPS satellites.  The individual

satellites are identified by their PRN number.  The format allows for velocity data as well.  The SP3 format is described by

Reference 60 and the ERP file format is self explanatory with the parameters described in Reference 61.  References 62 and 63

relate the satellite's PRN number to their Satellite Vehicle Number (SVN) and provides additional constellation information.
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A FORTRAN utility has been created to read the SP3 data files and write the position data to a GTDS observation

(OBSCARD) file; the utility is called SP32GTDS.  SP32GTDS has options to write the output data in the following coordinate

systems:

1) International Terrestrial Reference Frame (ITRF)

2) Pseudo-Body Fixed (polar motion applied to the body fixed ITRF)

3) Instantaneous True of Date (Pseudo-Body Fixed rotated about the Greenwich Hour Angle)

4) Mean Equator and Mean Equinox of J2000.0

5) Mean Equator and Mean Equinox of B1950.0

With any transformation, the appropriate leap seconds are subtracted from the GPS time tags to convert to the UTC time format

used by GTDS.   If needed, the position vectors are rotated through the polar motion parameters contained in the ERP file

distributed with the data.  The polar motion parameters are least-squares fit by a cubic polynomial to obtain a smooth history of

polar motion offsets over the data span.

Additional information regarding the ITRF coordinate system, its transformations, and the rest of the International

Earth Rotation Service Conventions are available in Reference 64.

To implement the IGS Precise Orbit Ephemerides into Ops GTDS, the Instantaneous True of Date option is used.  To

implement the IGS Precise Orbit Ephemerides into DGTDS, the Pseudo-Body Fixed option is used.
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C.  Software Modified and Developed

To support this research, several changes were made to the DGTDS software package and several standalone

FORTRAN utilities were built.  These software modifications and new tools are described here.

C.1  DGTDS Modifications

DGTDS was described in Section 2.2.3 and was primarily used for the Space Surveillance simulation studies.  In

addition to the simulation studies, DGTDS was used to produce two-line element sets that point the Raven telescope during

tracking.  DGTDS was also modified to support some GPS analysis that was not completed in time to be included in this work.

This section gives an overview of the modifications to the code which supported this effort.  More detailed information and

documentation has not been published but is available through the author at the Air Force Research Lab.

C.1.1  OUTTLE Card

The Raven telescope control and pointing software, The Sky by Software Bisque, uses NORAD Two-Line Element

sets (TLE's) to locate satellites.  Since DGTDS supports the NORAD theories that produce TLE's, an output option was created

to allow DGTDS to output TLE's.  This allows the AFRL Astrodynamics Team to produce their own element sets for use with

the Raven telescope.  The software modifications required changes to seven subroutines and the creation of one new

subroutine.  The TLE output is controlled via a new GTDS input card called OUTTLE.

C.1.2  Optical Data Types in Data Simulation Program

Prior to this work, DGTDS did not support optical data types, right ascension, declination, and hour angle, in the data

simulation program.  This capability was required to perform the space surveillance portion of this research.  Only two

subroutines required modification to include the optical data types in the data simulation program.

C.1.3  GPS Observation Simulation and Processing Models

One of the original goals of this effort was to include analysis on the use of GPS observations in the geosynchronous

orbit regime.  The focus of the research shifted away from this goal, however, and an in depth treatment of this research area.

However, plans were made to incorporate GPS observation models into the DGTDS Differential Correction, Filter, and Data
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Simulation programs.  This requires the development of several new subroutines and the modification of over 20 existing

DGTDS routines.  While the modifications were not completed, the architecture was successfully implemented in the

Differential correction program and is being tested.  Once the modifications are completed in follow-on work, the results will be

presented in a public forum

C.1.4  PHLUID4 GTDS

PHLUID4 GTDS stands for the Phillips Lab User Interface Developed for GTDS [57].  PHLUID4 is a text-based, menu-

driven user interface that controls the functions of GTDS.  Prior to the development of PHLUID4, GTDS was primarily executed

through the use of scripts which required manual changes to support various functions of GTDS.  PHLUID4 has been

developed to support both Draper GTDS in the DOS environment and Ops GTDS in the UNIX environment.  The user interface

makes executing the GTDS programs much easier and also helps maintain organization though file naming conventions.

PHLUID4 DGTDS is comprised of over 100 files containing DOS batch files and FORTRAN utilities; PHLUID4 DGTDS also

contains 71 template input decks.  PHLUID4 Ops GTDS is comprised of almost 60 files containing UNIX scripts and FORTRAN

utilities; PHLUID4 Ops GTDS also contains 16 template input decks.  No GTDS code changes were required.



146

C.2  Stand-alone Utilities

Several stand-alone utilities were created during the course of this research.  Many were designed for format changes

of observation and data files while others were designed for specialized functions or to ease repetitive processes.  All utilities

were written in FORTRAN 77.

C.2.1  CONIGS

CONIGS stands from convert IGS and is a format conversion program designed to support the GPS architecture in

DGTDS.  The GPS architecture in DGTDS requires a data file containing position vectors and clock terms of the satellites in the

GPS constellation.  CONIGS converts the precise orbit ephemerides of the IGS in SP3 format into the DGTDS GPS constellation

ephemeris data file format.  CONIGS also performs a coordinate transformation from the ITRF system to the pseudo-body fixed

ECEF system in GTDS by rotating through the IGS polar motion parameters.

C.2.2  CORNXO

CORNXO stands for convert Rinex observations and is another format conversion program used to support the GPS

architecture in DGTDS.  The utility takes Rinex observation files and converts the GPS observations into GTDS OBSCARD

files.  GTDS OBSCARD files are used to input observations into GTDS.  In addition to the change in format, the observation

time-tags are changed from GPS time to UTC time by subtracting the appropriate number of leap seconds.

C.2.3  GEOOBS

GEOOBS stands for geosynchronous observability and is the utility used to calculate the observability of

geosynchronous satellites to the GPS constellation.  This utility was used to determine the information presented in Appendix

A.



147

C.2.4  GPSCAL

GPSCAL stands for GPS calibration and is basically a GTDS input deck builder for a specific purpose.  IGS precise

orbit ephemerides of the GPS constellation are used to calibrate the Raven telescope.  As part of this calibration process, fits

are made to the IGS ephemerides using GTDS to determine the best GTDS representation of the GPS orbits.  The GTDS

representation of the GPS orbit is then compared to the Raven observations.  GPSCAL reads the first two position vectors from

a GTDS OBSCARD file containing the IGS precise orbit ephemeride for a GPS satellite, and uses Gauss's solution to the Lambert

problem to estimate the velocity at the first data point.  The position and velocity are then used to construct a GTDS input deck

to fit to the GTDS OBSCARD file containing the GPS precise orbit.

C.2.5  GPSGUESS

GPSGUESS is a lot like GPSCAL except that instead of building an input deck to produce the best GTDS representation

of the GPS orbit, it produces an input deck designed to produce a two-line element set representing the GPS orbit.  This two-line

element set can then be used to point the Raven telescope.

C.2.6  GPSTIME

GPSTIME converts a time tag in calendar form (year, month, day, hour, minute, second) to GPS week, day of week, and

second of week.  The IGS precise orbit ephemerides of the GPS satellites are stored in terms of the GPS week and day of the GPS

week.  This utility makes locating the proper file much easier.

C.2.7  GOA2GTDS

GOA2GTDS stands for Gipsy-Oasis II to GTDS and is  another format conversion utility.  Another source of precise

orbit ephemerides for the GPS constellation is the Jet Propulsion Laboratory (JPL).  JPL produces precise orbits for the GPS

constellation on a daily basis using the Gipsy-Oasis II orbit determination package.  GOA2GTDS converts the JPL products to

GTDS OBSCARD files which are used to input observations to GTDS.  In addition to the format change, GOA2GTDS also

rotates the position and velocity vectors from the J2000 coordinated system into the B1950 frame.

C.2.8  OSCON
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OSCON is another format conversion program designed to take the geosynchronous satellite radio transponder data

described in Section 2.4.1.1 and convert it to a GTDS OBSCARD file.  In addition to the format changes, OSCON also performs

unit conversions.

C.2.9  RAVROT

RAVROT stands for Raven rotation and is used to take GTDS OBSCARD files containing right ascension and

declination observations in the J2000 coordinate system and rotate them into the B1950 frame.  The version of DGTDS used in

this analysis does not support the J2000 system and RAVROT allows Raven observations to be processed with DGTDS.

C.2.10  SP32GTDS

SP32GTDS is used to convert IGS precise orbit ephemerides in the SP3 format to GTDS OBSCARD files.  GTDS

OBSCARD files are used to input observations into GTDS.  SP32GTDS outputs the precise orbit ephemerides in five different

coordinate systems:

1) International Terrestrial Reference Frame (ITRF)

2) Pseudo-Body Fixed (polar motion applied to the body fixed ITRF)

3) Instantaneous True of Date (Pseudo-Body Fixed rotated about the Greenwich Hour Angle)

4) Mean Equator and Mean Equinox of J2000.0

5) Mean Equator and Mean Equinox of B1950.0

With any transformation, the appropriate leap seconds are subtracted from the GPS time tags to convert to the UTC time format

used by GTDS.   If needed, the position vectors are rotated through the polar motion parameters contained in the ERP file

distributed with the data.  The polar motion parameters are least-squares fit by a cubic polynomial to obtain a smooth history of

polar motion offsets over the data span.
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